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1. Introduccion

En este documento vamos a estudiar los conceptos basicos que rodean el campo del
aprendizaje automatico a partir del andlisis masivo de datos y sus aplicaciones, en lo que se

denomina Inteligencia Artificial.

Primero nos centraremos en una introduccién conceptual e histérica al campo de la IA, junto
con la definicién mas técnica de los elementos basicos de un sistema de este tipo: KDD y Data
Mining, Machine Learning (ML), los tres paradigmas del aprendizaje, Redes Neuronales de
aprendizaje (RNA) y Deep Learning. Hablaremos de los problemas que suscita esta nueva
tecnologia, los retos de futuro que se le plantean y sus aplicaciones actuales. Es decir, nos
centraremos en el impacto de la IA, desde el punto de vista de la ética, aspectos legales

(responsabilidad) y sostenibilidad.
2. ¢Qué es lainteligencia y el aprendizaje?

Llamamos inteligencia a la facultad de la mente que nos permite aprender, entender,

razonar, tomar decisiones y formarnos una idea determinada de la realidad.

Actividad inicial

¢Qué es la inteligencia?

Hable con la persona que estd a su lado.

Comunmente, las personas describen la inteligencia como la capacidad de aprender y adaptarse

/ reaccionar a nuevas situaciones..

Si nos centramos en la facultad de aprender, podemos decir que es el proceso a través del
cual se modifican y adquieren habilidades, destrezas, conocimientos, conductas y valores. Y esto
se produce como resultado del estudio, la experiencia, la instruccién, el razonamiento vy la
observacién. También, se puede definir el aprendizaje como un proceso de cambio
relativamente permanente en el comportamiento de una persona, generado por la experiencia.

. _______________________________________________________________________________________|
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Este proceso de cambio supone un cambio conductual, que debe ser perdurable en el tiempo y
ocurre a través de la practica o de otras formas de experiencia (por ejemplo, observando a otras

personas).

El aprendizaje no es una capacidad exclusivamente humana, compartimos esta facultad con

otros seres vivos.

Actividad 1: El pedazo de papel “inteligente”

¢Es inteligente este pedazo de
papel?

Normas

El pedazo de papel "inteligente”

Mi inteligente pedazo de papel
nunca ha perdido un juego de
ceros y cruces (3 en rauq)

e Se necesitan 2 voluntarios.

e 1jugard en nombre de los
humanos.

e 1seguird las instrucciones dadas X

por la hoja de papel inteligente.

Tras la ejecucion del juego, responde a la cuestion:
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e ¢ El pedazo de papel es "inteligente" o “parece inteligente”?
e El pedazo de papel tenia instrucciones escritas en él. ¢Eso hace que el pedazo de papel
sea inteligente?

e (En qué se basa el papel para que nunca pierda?

2.1.éQué es la Inteligencia Artificial?

No es facil definir la inteligencia artificial (IA), ya que es un concepto en constante evolucion.
Segun las maquinas van adquiriendo nuevas capacidades, la definicidon se va modificando para
poder diferenciarla de la inteligencia humana. Este es el motivo por el que no hay una Unica

definicién definitiva.

e Segun la R.A.E, la IA es una “disciplina cientifica que se ocupa de crear programas
informdticos que ejecutan operaciones comparables a las que realiza la mente humana,
como el aprendizaje o el razonamiento I6gico”. Podemos entender que el término
inteligencia artificial se aplica cuando una maquina imita las funciones cognitivas que
los humanos asocian con otras mentes humanas, como por ejemplo percibir, razonar,
aprender y resolver problemas.

e Si nos centramos en esa capacidad de aprender, es donde actualmente se estan
produciendo grandes avances que estan revolucionando la inteligencia artificial, ya que
por primera vez las maquinas (programas informaticos) estan adquiriendo la capacidad

de aprender a partir del analisis de grandes cantidades de datos.

Foealn

Imagen creada en canva con la aplicacion "Texto a imagen"
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Enfrentando a estos datos a una serie de modelos predefinidos (que no son mas que
funciones matematicas) podremos encontrar y extraer de ellos una serie de patrones que
servirdn para conocer su comportamiento y poder tener asi una explicacion aproximada de la

realidad.

Por ejemplo, si tenemos esta nube de puntos (cada punto es un dato), es facil entender que
una recta (modelo) se ajusta bastante a como se distribuyen esos puntos. Solo nos queda
encontrar qué valores de a y b (que llamaremos parametros de la recta) nos dan la recta que

mejor se ajusta a esa nube de puntos. Es decir, la recta que menor error posee.

modelo: y=ax+b

Esto es, en esencia, lo que hace el machine learning: darle datos al sistema informatico

y este nos devolvera los pardmetros que, con un menor error, ajustan esos datos a una funcién

matematica.

2.2.Historia de la IA

Las ideas fundamentales para
construir  mdquinas inteligentes se
remontan, varios siglos antes de Cristo, a
la |6gica y algoritmos de los griegos y a las

matematicas de los drabes. El concepto de

obtener razonamiento artificial aparece

NINIONDDDD)

en el siglo XIV, pero no es hasta la

aparicion de un articulo cientifico

realizado en 1950 por Alan_Turing,
Mdquina de Turing

matematico britdnico, que propuso la

pregunta «¢épuede pensar una mdquina?», cuando se abre la puerta a una nueva disciplina de

las ciencias de la informacion.
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En 1956 se celebro la Conferencia de Darmouth , que fue organizada por John McCarthy

(Dartmouth College), Marvin L. Minsky (Harvard University), Nathaniel Rochester (I.B.M.
Corporation) y Claude E. Shannon (Bell Telephone Laboratories). En ella procedieron a conjeturar
qgue todos los aspectos del aprendizaje o cualquier otro rasgo de la inteligencia pueden, en
principio, ser descritos de una forma tan precisa que es posible crear una maquina que los

simule.

Esta conferencia fue el inicio
real del trabajo y de las
investigaciones en el campo de la
IA'y es donde John McCarthy hablé
por primera vez del término
inteligencia artificial. En esta

conferencia se hicieron previsiones

tan triunfalistas a diez afios, que

jamas se cumplieron, lo que provocd el abandono casi total de las investigaciones durante afios.

En los afos 80 aparecié Japdn como nuevo jugador con los sistemas expertos, pero tampoco
se llegd a grandes avances. Todo este tiempo se conoce como el invierno de la IA. Pero,
acercandonos al afio 2000, con el boom de internet (www) y la disponibilidad que internet nos

ofrece relativo a la adquisicion de grandes cantidades de datos, unido a la mejora de los equipos

informaticos (mejores microprocesadores), provoco el renacimiento o el resurgir de la IA.

L]
s

A..TIMELINE &~

1950 1955 1961 1964 1966 A.l 1997 1998
wsaris T wial  pecndwnairobot  Pomwingget  Twtisecroic  WINTER  ceeppun scms  runas

rts and

1999 2002 2011 2011 2014 2014 2016 2017
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Si analizamos esta linea de tiempo y ponemos el foco en las IA creadas para enfrentarse a
humanos en diferentes juegos de mesa, como el ajedrez o el Go, podemos entender como ha

sido la evolucién desde que termind el invierno de la IA.

Actividad 2: Crea una linea de tiempo con Al sobre los chatbots (desde ELIZA al Chat GPT)

Crea una linea de tiempo con Al sobre los chatbots (desde ELIZA al Chat GPT) %

e Lla linea de tiempo anterior
nos menciona a Eliza y a Tay.
éQué eran Eliza y Tay? Ambos
fueron chatbots.

La Prueba de Turing sienta las bases

para el avance de los chatbots.

Prueba o Test de Turing

La "interpretacion estandar” de la
prueba de Turing, en la cual la
entidad C (el interrogador), debe
determinar qué entidad —¢A o

o] B?— es una computadora y cual un
Q = . ser humano.

Q° El interrogador (C) se limita releer

e Utiliza History Timelines.

las respuestas a las preguntas
escritas para tomar esa decision.

Utiliza History Timelines. (te ayudara esta guia)

Actividad 3: Historia de los chatbots desde ELZA al Chat GPT (Descarga el PDF)

e Lee miinformacidn e interactua en los links que te muestro en el documento.
e Reflexiona y valora ambas informaciones (Actividad 2 y Actividad3) ¢De cual has

aprendido mas?, ¢Qué has sacado de interesante en cada una de las actividades 2 y 3?
Actividad 4: Investiga los chatbot Gemini (Bard) y Claude
Actividad 5 (para pensar y razonar)
e Da tu opinidon sobre la informacidon que te proporciono en los siguientes links:

Amores modernos: ¢y si me enamoro del chatbot?

Cdémo tener 20 mil novios y no morir en el intento: créate un clon digital (y hasta ganaras dinero)

"Mi novio es un chatbot": Xiaolce, el sistema de inteligencia artificial que ha enamorado a China

Actividad 6: Crea tu propio Chatbot

. _______________________________________________________________________________________|
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Crea un Chatbot con la siguiente finalidad:

Debe ser capaz de
interactuar con personas
mayores

Debe ser capaz de
ayudarle en algo

Necesitaremos crear un
“arbol de decision”

Usaremos el enfoque “Top down” que es
el que se basa en reglas

Dos enfoques para desarrollar la 1A

TOP DOWN BOTTON UP
A partir de reglas A partir de datos

Se suelta la pelota desde varias alturas,

- cuantas
Aplicando las leyes de la fisica (dinamica) se obtiene s mefor, y e mids la velocidad. Con el oonk

Ia siguiente férmuta para saber a velocidad que
alcanza un cuerpo al caer de una altura h B oI S e Ce

cualquier altura.

v= gk v= M(h)

ﬁra crear tu chatbot usaras la aplicacién Lanbot

A S

Construye un chatbot con IA en 3 minutos

Crea tu propio chatbot en minutos. Tutorial de Landbot

Cémo crear tu chatbot en 10 minutos

Guia Landbot

Ejemplos de arbol de decision (modelo Top down):

Arbol de decisién simple - v2 on Scratch (mit.edu)

{kinator, el genio de la web

/

Saber mas: Otra plataforma que me parece sencilla a la hora de crear ChatBots es Voiceflow.

En el siguiente link se explica cdmo utilizarla, creando varios ejemplos.

SUSANA
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Ajedrez y Go

Objetivo: matar al Rey

Objetivo: ganar territorio usando el menor

numero de piezas

Entre los afios 1996 y 1997, las miradas de medio mundo se centraron en un tablero de

ajedrez. A un lado, el ruso Garry Kasparov, campedn desde 1985 hasta 1993 y considerado como

el mejor jugador de todos los tiempos. Al otro, Deep Blue (1996) y Deeper Blue (1997), dos

superordenadores disefiados por IBM, capaces de calcular 100 millones de posiciones por

segundo (Deep Blue) y 200 millones (Deeper Blue).

Deep Blue no vencid, pero si
Deeper Blue en el afio 1997. lLa
derrota del mejor jugador de mundo
de ajedrez contra el
supercomputador de IBM fue un
hito que popularizé la idea de que

las maquinas si podian pensar. Sin

embargo, no hubo mucha
inteligencia es estos ordenadores,
sélo "fuerza bruta". Su hardware de
30 nodos (cada uno con 30
microprocesadores P2SC de 120

MHz, ampliados con otros 480

Computadora de ajedrez Deep Campeon mundial de ajedrez
Blue Garry Kasparov
IBM

procesadores VLSI) servia la suficiente potencia electrénica para que su software pudiera calcular

200 millones de operaciones por segundo, lo que le permitia, a su vez, escoger siempre la mejor

opcion entre las miles de partidas que tenia almacenadas en su memoria. Simplemente imitaba

una solucién tomada por un humano.
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El siguiente paso lo dio otro
supercomputador de IBM llamado Watson,
quien en 2011 gand un popular concurso
televisivo en USA enfrentandose a los dos
mejores humanos, respondiendo a preguntas
gue se le hacian en lenguaje natural. En esta

ocasién, Watson no sdélo logré ganar gracias a

su superior velocidad de calculo, sino que

Supercomputador Watson de IBM

también se sirvid de una inmensa base de

datos (en la que se incluyeron enciclopedias, diccionarios, tesis, articulos de noticias, y obras

literarias, al igual que bases de datos externos, taxonomias y ontologias) que le convertia en una

maquina "sabelotodo", capaz de responder a cualquier pregunta antes que ningin humano. El
avance de Watson consistia en la capacidad de buscar informaciéon de forma rapida en diferentes

fuentes y entender preguntas con juegos de palabras y dobles sentidos. Era capaz de procesar

el lenguaje natural.

Evidence
SOUMCES

! Question I; Primary Candidate Supponing Dewp
search [ @nswer eviderwe [ evidence
generation metrieval Scoring
" - - -
. s [
» s ¢
- I“ .c g
v A v
Question Quary Hypothesis Sallt Hypothesis and Anal merging
analysis Ll decomposition Eal generation > filering » evidence scoring Synthesls and rankng
-~
Tained
» | Hypothess 3 Soft > Hypothesis and models
1 generation firering evidence scorng
v

Arswier
and
confidence

La arquitectura de alto nivel empleada por la tecnologia DeepQA,
que IBM utilizé especificamente para Watson

Pero, ninguno de estos supercomputadores de IBM demostraron realmente un apice de
inteligencia artificial. La mdquina que vencio a Kasparov se basaba en movimientos predefinidos
y cdlculos de probabilidades, nada mas, mientras que Watson se valia de una enorme base de

datos para recabar la informacidn que necesitaba. No habia aprendizaje.

Y esto ha sido asi hasta que llegé el software de Google llamado AlphaGo Zero, que se centra

en un juego de mesa, el Go (¢ Cdmo jugar al Go?), un juego chino de tablero estratégico para dos

jugadores, cuya complejidad es, segun los expertos, mucho mayor que la del ajedrez.
]
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AlphaGo Zero aprende por si mismo, empezando desde el juego aleatorio, sin supervision
o uso de datos humanos. Este programa, en tan sélo tres dias, no sélo aprendio las reglas y
fundamentos basicos, sino que definidé nuevas lineas, aperturas y patrones que los jugadores
humanos jamds habian llegado si quiera a plantearse. Los resultados fueron demoledores: gané
100 partidas de 100. No fue derrotado ni una sola vez. La capacidad de aprendizaje de estos
algoritmos esta siendo y seguira siendo una revolucion de la que vamos a ser testigos y si
queremos, también seremos protagonistas. La buena noticia es que existen multitud de librerias
para Python que nos facilitan el trabajo con este tipo de algoritmos de aprendizaje automatico,

desde las mas sencillas regresiones lineales hasta redes neuronales para aprendizaje profundo.

learn

B § / Tensorf

En noviembre del 2022, la empresa OpenAl dio a conocer ChatGPT. Tras su lanzamiento, la
sociedad se dio cuenta de su utilidad y de la importancia que tendria en un futuro inmediato: la
IA estaria presente si o si en nuestro futuro. Curiosamente, la familia GPT y otras como BERT, T5,
etc.., estdn basadas en una arquitectura de Transformers, creada en el 2017, y que no

despuntaron hasta que el Chat GPT, a finales del 2022, revolucioné el mundo.

2.3.Evolucidon de la IA

Si nos fijamos en la historia anterior y analizamos el presente, podemos clasificar la IA por
capacidades. Es decir, por el grado en que la IA puede imitar los procesos del pensamiento

humano. Este nivel de inteligencia se clasifica en: IA débil, IA general o fuerte y superinteligencia.
e |A Débil:

Se refiere a sistemas que realizan tareas especificas. Pueden llegar a superar al humano, pero
en una tarea concreta. No tienen la capacidad de razonar, aprender o adaptarse a nuevas
situaciones de la misma manera como lo haria un ser humano. Eso si, ejecuta perfectamente esa

tarea o tareas especificas.

. _______________________________________________________________________________________|
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Ejemplos: Deep Blue y Alpha Go

Ojo: Esta IA se denomina débil porque no analiza las consecuencias que puede tener su
implantacion, tal cual lo hacemos los humanos, considerando un andlisis mas amplio de efectos,
relaciones e implicaciones. Por eso, es una opcién que podemos considerar peligrosa si no se

utiliza con prudencia.
e |A Fuerte:

Se refiere a sistemas que tienen la capacidad de realizar cualquier tarea intelectual que un
ser humano pueda hacer. Tienen la capacidad de razonar, aprender o adaptarse a nuevas

situaciones de la misma manera como lo haria un ser humano. Es decir, seria capaz de analizar

cualquier situacién y deducir el conjunto de acciones mds adecuadas para dicha situacién y
contexto. Seria capaz de conducir un coche o resolver una ecuaciéon matemadtica o mantener una

conversacion, entre muchos ejemplos. Esta IA puede aprender de las situaciones.

Ejemplos: Estamos lejos de conseguirlo (entiendo que cada vez estamos mas cerca)

e Superinteligencia:

La Superinteligencia Artificial se asocia con una IA actualmente hipotética en la que los
sistemas de IA no sélo podrian realizar tareas que normalmente requieren inteligencia humana,
sino que también superarian a los humanos en practicamente todos los aspectos de la

inteligencia.
Actualmente, la superinteligencia es una posibilidad tedrica, mdas que una realidad practica.

Hoy en dia solemos clasificar los tipos de IA atendiendo a si son capaces o no de adaptarse

al entorno en: |A Clasica e IA Moderna o generativa.

e |AClasica: Estan bien delimitadas y resuelven ciertos problemas de forma ejemplar, pero
no son capaces de adaptarse a su entorno (y mucho menos de lograr que el entorno se
adapte a ellas).

Ejemplo: Siri, que ha sido entrenado para seguir unas reglas especificas y no crea nada nuevo.
e Al Moderna: Utilizan agentes inteligentes para resolver problemas reales en un entorno

determinado.

Ejemplo: El ChatGPT

. _______________________________________________________________________________________|
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Yy

/s

/7 \ sEntorno %

< Actuacion 2

N Q@ ¢

IA Moderna o Generativa

Para definir de qué estd compuesto un ecosistema de inteligencia artificial (1A), podemos
comenzar considerando el diagrama que se muestra arriba, el cual contiene 4 bloques
principales y sus relaciones. En la parte superior podemos ver el Entorno, que puede ser real o

virtual, y es donde opera el sistema de IA. En la parte derecha del diagrama, podemos ver un

bloque de Deteccidn, que representa que el sistema de IA tiene sensores que proporcionan

informacidn del entorno. Ademas, el bloque de Actuacidén en la parte izquierda representa que

tiene actuadores que le permiten modificar el entorno en cierta medida a través de las acciones

aplicadas en él. Finalmente, en la parte inferior del diagrama podemos ver el bloque del Sistema
de IA, que se dedica a seleccionar, dependiendo de la informacién proveniente del bloque de

Deteccidén o Sensorizacidn, la actuacién mds apropiada que debe ejecutarse en el entorno para

cumplir con los objetivos del sistema.

Como veis, es ciclico porque las acciones que ejecuta el sistema de IA modifican el entorno,
y se deben obtener nuevos valores de deteccidon para percibir tales cambios, proporcionando al
sistema de |A nueva informacién sobre la adecuacién de dicha accién para lograr sus objetivos.
Este proceso continda a lo largo del tiempo, por lo que el sistema de IA puede aprender de su

experiencia para mejorar la seleccién de acciones.

La complejidad del bloque de Sistema de IA (agente inteligente) puede variar ampliamente,
estableciendo el nivel de procesamiento de la informacién que se puede alcanzar y, en
consecuencia, limitando de forma mds o menos éptima las decisiones que se pueden tomar. El
siguiente diagrama contiene un esquema de los elementos bdasicos que se pueden encontrar en

un bloque de Sistema de IA:

. _______________________________________________________________________________________|
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Representacion Actuacion

©

Actla para lograr
sus metas

Percibe el
entorno

Aprendizaje

Podemos observar que esta compuesto por 5 bloques, vinculados a Deteccidn
(Sensorizacidn) y Actuacién como se explicd anteriormente. Estos 5 bloques forman el Agente

Inteligente y son los siguientes:

1. Objetivo: un sistema de IA debe buscar cumplir algln objetivo. Ese objetivo puede ser
impuesto por el disefador o puede ser aprendido por el sistema, lo que implica un mayor
nivel de inteligencia.

2. Representacion: la informacidén proveniente de los sensores debe almacenarse en el

sistema computacional bajo algun tipo de representacién computacional, lo cual es muy
importante para simplificar los procesos restantes.

3. Aprendizaje: todo sistema de IA debe aprender de la experiencia. Esta caracteristica es

muy relevante, ya que proporciona la propiedad de poder adaptarse a nuevas
situaciones y, en consecuencia, ser realmente auténomo.

4. Razonamiento: el sistema debe seleccionar la accidn a aplicar en el entorno siguiendo

algun tipo de proceso de decisién, desde uno muy simple y reactivo hasta enfoques muy
complejos que utilicen modelos internos, planificacién u otros.

5. Memoria: es obligatorio que un sistema de IA tenga diferentes tipos de elementos de
memoria para almacenar los modelos que se aprenden, las representaciones y otros
datos importantes que podrian ser Utiles en el futuro para evitar tener que volver a

aprender.

. _______________________________________________________________________________________|
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Objetivo

<
j‘

Aprendizaje

Agente Inteligente

La inteligencia artificial cldsica y la inteligencia artificial generativa o moderna son dos
enfoques diferentes de IA y pueden ser utilizados en conjunto para proporcionar soluciones mas
poderosas. La IA tradicional se centra en realizar tareas especificas utilizando algoritmos y reglas
predefinidas, mientras que la IA generativa tiene la capacidad de crear contenido nuevo basado

en datos de entrenamiento.

2.4.:Qué no es Inteligencia Artificial?

7

Si recordais, la primera actividad de este libro que llamé “El pedazo de papel inteligente”, se
basaba en un algoritmo simple que seguia unas reglas para que, siempre que el papel comenzara

jugando, nunca perdiera: o empataba, o ganaba.

Todos entendimos que ese papel, que se llamaba inteligente, no era IA. Los algoritmos
simples y la programacién tradicional se basan en gestionar condiciones predefinidas y, aunque
puedan parecer inteligentes (porque estan muy bien programadas), el que es inteligente es el
humano que realizé el programa y no el programa en si, que no tiene capacidad para aprender

ni adaptarse.

Lo mismo ocurre con las automatizaciones que, como su nombre indica, se basan en una
programacién preestablecida y estructurada que consigue que esas maquinas realicen esa
accion. Cuando creamos un robot seguidor de linea, no estamos implementando IA. No hay nada
inteligente en seguir una linea, aunque lo haga un robot. Aunque la IAy la robdtica son campos
distintos, actualmente estdan mas relacionados y hoy en dia pueden trabajar juntas,

. _______________________________________________________________________________________|
SUSANA OUBINA FALCON 15



INTELIGENCIA ARTIFICIAL (IA)

complementandose para brindar avances significativos en una amplia gama de industrias, desde
la manufactura y la atencion médica, hasta la seguridad y la exploracion espacial. Por explicarlo
de una manera simple, con esta combinacion conseguiriamos que: la robdtica se encargara de
disefar el hardware (la carcasa o lo que podriamos llamar robot) y la inteligencia artificial seria

el software o programa que permite que este robot actde de forma inteligente.

Los métodos estadisticos y el analisis de datos (que estudiaréis en el bachillerato), tampoco
es IA. Sélo son partes de las matematicas que nos ayudan a identificar patrones o correlaciones

entre ese gran volumen de datos.

Internet de las Cosas (loT) ha emergido en las ultimas décadas como un concepto
revolucionario que ha cambiado la manera en que interactuamos con el mundo que nos rodea.
A medida que el avance de la tecnologia ha ido en aumento, cada vez mas dispositivos estan
conectados a Internet, capaces de recopilar y compartir datos en tiempo real. Tenemos claro que

IoT e IA son dos tecnologias diferentes, pero si_unimos ambos podemos hablar de AloT

(Inteligencia Artificial de las cosas), que son sistemas inteligentes y conectados que son capaces
de tomar decisiones por si mismos, evaluar los resultados de estas decisiones y mejorar con el

tiempo.

. _______________________________________________________________________________________|
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3. Fundamentos mas relevantes de la IA

3.1.KDD (Knowledge Discovery in Database)

Se denomina KDD al proceso que, utilizando una gran cantidad de datos, consigue obtener
nuevos conocimientos a partir de un analisis iterativo de los datos, hasta obtener la informacion
necesaria. Para entenderlo, debemos comenzar sabiendo a qué llamamos datos, informacién y

conocimiento:

e Los datos son un conjunto discreto de factores objetivos sobre un hecho real, pero que
de forma aislada no contienen informacion. Es necesario analizarlos en conjunto para

asi, poder sacar de ellos informacion.
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e La informacién es capaz de cambiar la forma en que el receptor percibe la realidad.

Tiene significado y esta organizada para algun propésito. Los datos se convierten en
informacidén cuando les afadimos un significado, les afiadimos un valor nuevo.

e El conocimiento existe dentro de las personas como parte de la complejidad humanay
llega cuando somos capaces de relacionar la informacién que nos rodea, realizando asi
un proceso de aprendizaje que nos permitira tomar las decisiones mas adecuadas en

cada momento.

El proceso KDD, también llamado “descubrimiento de conocimiento en bases de datos”, se

puede resumir en 4 etapas:

1.Recopilaciéon de datos

. _______________________________________________________________________________________|
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2. Seleccidn, limpieza y transformacion de los datos
3. Mineria de datos (algoritmos para obtener modelos de aprendizaje)

Los algoritmos mas relevantes o utilizados son los siguientes:

* K-nearest neighbors
* Naive Bayes
* Decision trees
* Support Vector Machine
* K-means
* Linear regression
* Logistic Regression
* Neural networks
* Perceptrons
* FeedForward
* RRN/LSTM
* Convolutional
* Transformers

4. Interpretacidn y evaluacién de los modelos

ss =L@ o -

Modelos

Datos Data Warehouse Vista Minable

Conocimiento

Pongamos algln ejemplo:

Ejemplo 1: Supongamos que nuestro objetivo es conocer cudl es el videojuego mas popular
entre las personas de tu edad. Lo correcto seria hacer esta pregunta a miles de usuarios de
videojuegos. Para simplificarlo, supongamos que sélo le hacéis esa pregunta a 20 de vuestros

amigos y que ellos responden lo siguiente:

Buscamos encontrar los datos relevantes:

Videojuego Numero de Amigos que lo prefieren
Fortnite 8 amigos
Minecraft 5 amigos
Among Us 3 amigos
Otros 4 amigos

. _______________________________________________________________________________________|
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A la hora de crear la tabla anterior debemos hacer una limpieza y preprocesamiento de los
datos. Es decir, verificamos que los nombres de los juegos estén escritos correctamente y que

no haya errores en los datos recopilados.

La tabla anterior nos muestra claramente que Fortnite es el juego mas popular. Pensar que
en la vida real, con enormes cantidades de datos, se aplican algoritmos complejos de mineria de
datos. En un escenario mas complejo, podriamos usar algoritmos de clasificacidén o clustering

para identificar patrones en los gustos de juegos.

Numero de Amigos que lo prefieren

0 I I I I

Fortnite Minecraft Among Us Otros

RN Wb U1 N 0 L

Pero ¢por qué Fortnite es el mas popular? Para saber el por qué necesitamos mas datos.
Realizamos un segundo analisis para obtener mas detalles sobre el videojuego "Fortnite".
Preguntas a los amigos que eligieron "Fortnite" sobre cudl es su modo de juego favorito en
"Fortnite": "Battle Royale", "Salva al Mundo" u "Otros modos". Pensar que el proceso KDD busca
obtener “conocimiento” a través de un analisis iterativo de los datos, de ahi que ejemplifiguemos

un segundo andlisis. Nos encontramos con lo siguiente:

Modo de juego Fortnite Numero de Amigos que lo prefieren

Battle Royale 6 amigos
Salva al Mundo 1 amigo
Otro 1 amigo

Analizamos los datos y ya sabemos que el mas popular es el Forntnite y que prefieren jugar
al modo de juego Battle Royale.

. _______________________________________________________________________________________|
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Numero de Amigos que lo prefieren

1 - -
0
Battle Royale Salva al Mundo Otro

Vamos a hacer un tercer analisis (mas iteracidon buscando obtener mas conocimiennto)
preguntando a los que les gusta Minecraft qué aspecto del juego les gusta mas: "Construccién®”,

"Exploracién" u "Otros aspectos"”. Nos encontramos con las siguientes respuestas:

Aspecto del Juego Numero de Amigos que lo Prefieren ‘
Construccion 3 amigos
Exploracién 1 amigo
Otro 1 amigo

Con este segundo y tercer analisis estamos interpretando y evaluando mejor los datos,

obteniendo mas conocimiento.

Numero de Amigos que lo prefieren

3,5

2,5

1,5

0,5

Construccién Exploracién Otro

SUSANA OUBINA FALCON 20



INTELIGENCIA ARTIFICIAL (1A)

Ejemplo 2: Supongamos que queremos realizar una inversidén de dinero en la Bolsa de
valores y comprar acciones de alguna compaiiia. Partimos de los datos del precio de esas

acciones:

Bankinter 6,216€
BBVA 4,764€
Caixabank 2,798€
Cellnex 42,630€

CIE Automotive 21,100€

Enagas 24,000€
Ence Energia 3,946€
Endesa 24,640€
Ferrovial 29,070€
Grifols-A 31,910€

Estos datos (imagen anterior) no nos sirven para nada, no sabemos si son altos o bajos ni
que probabilidades tienen de subir o bajar en el futuro. Necesitamos mas datos para la fase de

“Recopilacion”:
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Esta tabla de la imagen anterior dispone de mas valores. Pero esos datos tampoco nos
permiten obtener una informacion de un modo directo y sencillo. Si, es dificil de extraer algo de
ella. Debemos analizarlos “Selecciéon de los mismos, limpieza (eliminar datos erréneos) y

transformaciéon de los datos”. Si tratamos estos datos y obtenemos una gréfica podremos
]
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hacernos una idea de la evolucidn del precio de las acciones en un periodo de tiempo mas

amplio. Ya tenemos alguna informacion util:
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Si ahora analizamos mds datos y obtenemos nuevos graficos, “data mining”, podemos llegar

a tener un conocimiento del mercado y qué valores merece la pena comprar o si, por ejemplo,

es un buen momento para hacerlo:
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Seria el momento en que nos podemos considerar expertos o conocedores profundos del

funcionamiento de este mercado. Es la fase de “ Interpretacion y evaluacion de los modelos”. Y
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en ese momento es cuando llegamos al conocimiento. En el siguiente ejemplo vemos las

recomendaciones de diferentes analistas sobre qué hacer con un determinado tipo de acciones:

Recomendaciones de los analistas

Fuerte compra I 1 O
Compra moderada .

Mantener n
Venta moderada B

Fuerte venta L[]

Estos analistas después de obtener muchos datos y analizar muchos graficos llegan a ser
conocedores del mercado y son capaces de hacer previsiones de la evolucion futura de las
acciones y por lo tanto, tomar la decisidn correcta a la hora de comprar o vender acciones. Tienen
en su cabeza un modelo del mercado y de su funcionamiento, que les permite entenderlo y hacer

una prediccién acertada.

El reto de la Al consiste en crear un programa informatico que repita el mismo esquema de
funcionamiento y sea capaz de aprender y hacer previsiones acertadas en el futuro, en cualquier

campo de conocimiento, no solo en la bolsa.

3.2.Machine learning (Aprendizaje automatico)

El aprendizaje automatico (del inglés, machine learning) es el subcampo de las ciencias de

la computacion y a la vez una rama de la inteligencia artificial, cuyo objetivo es desarrollar
técnicas que permitan que las computadoras aprendan. Se centra en el desarrollo de algoritmos
y modelos que permiten a las computadoras aprender automdticamente a partir de los datos y

mejorar su rendimiento en tareas especificas, sin ser programadas explicitamente.

>
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Machine learning:

Machine learning (ML) es una forma de construir sistemas

de inteligencia artificial utilizando la estadistica, en lugar
de escribir las reglas en un programa. Los sistemas de
aprendizaje automatico se denominan "basados en datos",
porque utilizan muchos datos para funcionar.

Los ordenadores son capaces de analizar cantidades masivas de datos (que se conoce con el
término big data) y de generar modelos a partir de ellos. Buscan relaciones entre los datos e
incluso, descartan aquellos que no nos son utiles. A este proceso se le denomina mineria de
datos. Cuando usamos los ordenadores para este fin estamos llegando al conocimiento, el
ordenador lo ejecuta de una forma rapida y sencilla. Obviamente, para un humano seria inviable

hacerlo directamente, debido a la enorme cantidad de datos a analizar.

La mineria de datos o exploracién de datos (etapa del "Knowledge Discovery in Databases"
o KDD) es un campo de la estadistica y las ciencias de la computacidn asociado al proceso que
intenta descubrir patrones o modelos en grandes volimenes de conjuntos de datos. El objetivo
general del proceso de mineria de datos consiste en extraer informacién de un conjunto de datos

y transformarla en una estructura comprensible, para su uso posterior.

El Proceso de la Mineria de Datos
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Lo que realmente hacemos con el machine learning es crear modelos o patrones que nos

ayudan a simplificar la realidad y que nos permiten hacer predicciones de cierta fiabilidad. ML

es una técnica especifica utilizada dentro del proceso de KDD para desarrollar modelos.

La ciencia lleva mucho tiempo haciéndolo y esto nos ha permitido convertir todo el ruido

del mundo real en conocimiento. ¢ Cémo? Reconstruyendo la realidad a través de modelos.

Un modelo no es mds que una construccion conceptual simplificada de una realidad mas
compleja. A través de esta reconstruccion somos capaces de entender mejor esta realidad.
Convivimos diariamente con multitud de modelos, como pueden ser, un mapa, la escritura o
también una ecuacién fisica. Por ejemplo, la ecuacién que nos predice la distancia recorrida por

un objeto cuando desciende por un plano inclinado:

Esta formula, a partir de ciertas variables, logra estimar el comportamiento del objeto y
aproximar lo que ocurre en la realidad. Pero es una simplificacidn, lo que realmente estamos
calculando es la probabilidad de que el objeto haya recorrido determinada distancia al pasar

cierto tiempo. Es decir, tenemos es un modelo probabilistico.

Nuestro cerebro aplica esquemas similares a estos modelos probabilisticos y gracias a ellos
tenemos capacidades como la de conceptualizar, predecir, generalizar, razonar o aprender. Por
eso somos capaces de conducir un coche por una carretera desconocida o diferenciar un perro
o un gato sin tener que conocer todas las razas de estos animales. Lo que hacemos en el machine
learning es trasladar este método de aprendizaje a un programa que sea capaz de realizar este
proceso, y tenemos 3 elementos clave para conseguirlo, que son: los datos, los pardmetros y el

error.

Para ejemplificarlo vamos a simplificar esa enorme cantidad de datos en una tabla muy,

muy pero que muy reducida (Ojo, hacemos esto para ejemplificar el proceso):

. _______________________________________________________________________________________|
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Datos de entrada Salida
1 2
2 4
3 6
4 8
10 é?

a. Los datos, que son nuestra toma de contacto con la realidad, no son mds que las
mediciones que hacemos de ella, y a partir de estos datos vamos a construir nuestro
modelo. Cuantos mas datos tengamos, mejor (Big Data).

b. Los parametros se calculan matemdticamente y se asocian a funcionas matematicas.
Estos pardmetros se ajustan en nuestro modelo que nos devuelve una funcién que se
aproxima a la realidad. Por ejemplo, si queremos buscar un modelo que nos separe unos
datos de otros, buscaremos una funcién matematica que se ajuste lo mas correctamente

posible: Los parametros serdn los valores del polinomio que mejor se ajuste a esos datos.

y=ax’+bx+c

c. Elerror es la diferencia entre el modelo y la realidad. Siempre tendremos que crear una

funcién de error que nos diga con qué fiabilidad nuestro modelo se ajusta a la realidad.

Error
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3.3.Paradigmas de aprendizaje

Para aprender, los humanos nos valemos de varias estrategias. Una de ellas es la que usamos
cuando aprendemos a jugar al ajedrez o a un videojuego. Conociendo las reglas basicas, vamos
probando, en principio un poco aleatoriamente, y memorizamos aquellas estrategias que mejor
resultado nos dan y las usamos con mayor frecuencia, y asi, poco a poco, mejoramos nuestro

nivel.

Otra forma seria la que usamos cuando tenemos que clasificar cosas. Por ejemplo, cuando
organizamos nuestra biblioteca de libros. No tenemos una Unica solucién, pero somos capaces
de agrupar los libros usando caracteristicas comunes a algunos de ellos: tematica o por tamafios
o por autor o por orden alfabético... con diferentes estrategias obtenemos diferentes soluciones,
todas igual de validas. Cuando nos compremos un nuevo libro sabremos a que grupo debemos
anadirlo. Esto lo usamos inconscientemente al ser capaces de reconocer diferentes escrituras,
tanto tipograficas como manuscritas, cuando vemos una letra la afiadimos automaticamente a

uno de nuestros grupos mentales de letras.

Una tercera estrategia es la que conocemos como método cientifico y es la menos intuitiva
de todas. Primero tenemos que disefiarlo correctamente y al realizarlo mediremos los resultados
jugando con el valor de las variables de entrada. La dificultad reside en encontrar la relacion
entre esas variables y el resultado obtenido, y para eso nos ayudamos de las matematicas y sus
diferentes herramientas. Eso es lo que hizo Georg Simon Ohm cuando midié la intensidad
eléctrica de un circuito y lo relaciond con la resistencia usada y la tension aplicada. Encontro la

relacion matematica entre estos tres factores y es lo que hoy conocemos como la Ley de Ohm.

Estas tres formas que tenemos de aprender son las que han trasladado a los sistemas

informaticos y han dado lugar a los 3 paradigmas de aprendizaje que se usan en machine

learning y son: el aprendizaje supervisado, el aprendizaje no supervisado y el aprendizaje

reforzado.

Aprendizaje
por

Refuerzo Aprendizaje

Aprendizaje

no

Supervisado Supervisado
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El estado actual No todas las

de la IA depende aplicaciones de |IA
en gran medida de utilizan el
las técnicas de aprendizaje
aprendizaje automadtico.
automdtico.

Cuando aplicamos cualquiera de los métodos de aprendizaje debemos dividir ese gran
volumen de datos en dos partes: los datos de entrenamiento y los datos de test. Primero
entrenaremos el algoritmo usando exclusivamente los datos de entrenamiento. Tras hacerlo,
obtendremos un modelo o una regla que predice el resultado a partir de las variables de entrada.
Pero, para determinar el grado de acierto con el que realmente podremos predecir los
resultados, no basta con los datos de entrenamiento. Que un modelo pueda hacer muy buenas
predicciones con los datos de entrenamiento no demuestra que pueda generalizarse a cualquier
otro dato. Aqui es cuando los datos de test resultan Utiles: podemos usar el modelo entrenado
para predecir los resultados correspondientes a los datos de test y comparar las predicciones

con los resultados reales.

En la siguiente imagen se muestran los tipos de Machine Learning:

Tipos de Machine Learning
o f [
: - |
Por estrategia de gé:?q; ]
- L]
entrenamiento s W0 G
1)
o
L
H O
S -
Supervisado No supervisado Reforzado
Estoy practicamente segura de que pertenece a la clase Iris-virginica u For Bgumete. Squl thepme otro chistel
Por el tipo de salida « Iris-virginica (99.64 %) &Por qué los péjaros no usan Facebook?
 Iris-versicolor (0.36 %)
« lris-setosa (0.00 %) Porque ya tienen Twitter. &
Discriminativo: clasifican o reconocen Generativo: generan datos
datos similares a los de entremamiento similares a los de entrenamiento

Son varias las plataformas con las que podemos realizar practicas de ML Hoy en dia podemos

trabajar con las siguientes: Plataformas de Machine Learning.
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3.3.1. Aprendizaje supervisado

Cuando hablamos de aprendizaje supervisado nos referimos a descubrir las relaciones entre

unas variables de entrada y unas de salida. Es decir, el aprendizaje surge de ensefarles a estos
algoritmos cual es el resultado que quieres obtener para un determinado valor de entrada, tras

mostrarle muchos ejemplos. Por lo tanto, dispone de las respuestas correctas y la tarea del

algoritmo de aprendizaje automatico es hallar un modelo que las prediga en funcién de los datos
de entrada. El algoritmo sera capaz de dar un resultado correcto, incluso cuando le ensefies

valores que nunca habia visto antes. Este sistema le hubiese ahorrado mucho trabajo a Ohm.

Importante

Tipos de aprendizaje automdtico

El entrenamiento requiere datos de ejemplo

Aprendizaje
supervisado

Aprendizaje no Aprendizaie
supervisado reforzado

Tipos de aprendizaje automdtico

Requiere muchos datos de entrenamiento

Aprendizaje
supervisado  Aprendizaje no Aprendizaje

- 0 = reforzqdo

Por ejemplo, vista la siguiente tabla de valores, ¢qué valor tendremos en la salida si el valor

de entrada es 10?
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Datos de entrada Salida
1 2
2 4
3 6
4 8
10 é?

A partir de los datos de entrada somos capaces de generalizar y entender que, multiplicando
por 2 la entrada tenemos la salida, ya tenemos nuestro modelo. Esta es la base del aprendizaje

supervisado.

En este ejemplo no es necesario ningun algoritmo ni ordenador para entender la relaciéon
entre la entraday la salida, pero cuando los datos de entrada son multiples o dificiles de clasificar
(estamos hablando de 2000 datos), la cosa se complica y es donde el machine learning es de

gran utilidad.

Por ejemplo, el sistema de clasificacidn de los correos electrénicos como spam se basa en el
analisis de millones de correos por parte de los usuarios que luego se usan para entrenar un
algoritmo que consiga clasificarlos automaticamente. La clave aqui es que no hay una norma o
normas que nos digan si un correo es spam o no. Es el algoritmo el que crea un modelo propio

para clasificarlos.

Por lo tanto, se puede decir que el objetivo del aprendizaje supervisado es el de crear una
funcidn capaz de predecir el valor correspondiente a cualquier objeto de entrada vélido después

de haber visto una serie de ejemplos.

Cuando la funcidn nos devuelve un valor numérico nos encontramos ante un problema de
regresion, y cuando lo que buscamos es una marca de clase, el problema al que nos enfrentamos

es de clasificacion.

De este modo, se puede decir que normalmente, en aprendizaje supervisado, tenemos dos

posibilidades:

a. Regresion: Predice un dato numérico de salida a partir de las variables de entrada.
b. Clasificacién: tenemos datos de varias clases y queremos aprender a clasificar

nuevos datos en esas clases de forma automatica.

. _______________________________________________________________________________________|
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En los proyectos de Machine Learning quizas necesitemos convertir texto a audio o
texto a texto en otro idioma, como las herramientas de traduccién automatica.

Un conversor de texto a audio con inteligencia artificial es una herramienta muy util
para los estudiantes, ya que les permite convertir textos en archivos de audio para
poder escucharlos. La inteligencia artificial lee el texto y lo convierte en un archivo
de audio de alta calidad.

A continuacidn os paso algunos enlaces a algunas herramientas online relacionadas
con esta conversion. Con ellas podéis explorar esta forma de utilizar la inteligencia
artificial.

Actividad 7: Selecciona un texto o créalo tu mismo y pruébalo en las distintas
paginas que tienes a continuacion, todas son gratuitas y te permiten pasar de
texto a voz y de voz a texto.

e Textfromtospeech
e Readspeaker

e Ttsreader

e Texttospeechrobot

Actividad 8 y 9: Realiza las siguientes practicas de Machine learning Supervisado
e Practica 1: ML Supervisado con datos numéricos: Videotutoriall
e Practica 2: ML Supervisado con imagenes: Videotutorial2 (dispones de la base de datos

de las imagenes en el entorno EVA o en el Aula Virtual)

Actividad 10: Responde a estas preguntas:
a. ¢Qué base de datos has creado para la practica 1?
b. ¢Por qué se denomina supervisado el aprendizaje de las practicas anteriores?
c. ¢éPor qué se dividen los datos entre entrenamiento y testeo?
d. éQué parte es mas importante de las tres siguientes: datos de entrenamiento,

aprendizaje o evaluacién?

Actividad 11: Crea tu propio proyecto de ML supervisado.
IMPORTANTE: Puedes descargar bases de datos de la web Kaggle

Actividad 12: Crea tu primer proyecto de ML con audios o sonidos. Utiliza Teachable Machine

para guardar tu base de datos de audios y el clon de scratch llamado Stretch3 para programarlo.

(En el Aula Virtual he subido un documento de guia)

. _______________________________________________________________________________________|
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3.3.2. Aprendizaje no supervisado

El paradigma del aprendizaje no supervisado es aquel en que el algoritmo se crea

simplemente a partir de los datos de entrada, pero no hay datos de salida. No le indicamos al

sistema los resultados que queremos obtener porque no se cuenta con las respuestas correctas,

y eso cambia bastante las cosas, ya que no podemos desarrollar el modelo adaptandolo a las
respuestas correctas segun los datos de entrenamiento. En este tipo de aprendizaje, al analizar
los datos de entrada se busca encontrar relaciones entre ellos y, de esta forma, el algoritmo los

clasificara en varios grupos, igual que nosotros cuando organizamos nuestra biblioteca.

Tipos de aprendizaje automatico

Agrupar datos similares

Aprendizaje no
supervisado
Aprendizaje Aprendizaje
supervisado

reforzado

Por ejemplo, si queremos hacer una clasificacion de jugadores de baloncesto. Partimos de

los datos que los definen como jugadores: altura, peso, porcentaje de tiro, balones perdidos... y
todo tipo de estadistica de ese deporte. Podemos entrenar a un algoritmo de aprendizaje no
supervisado para que los agrupe en funcién de sus caracteristicas. De este modo tendremos
varios grupos de jugadores similares que podremaos relacionar con los que juegan como bases,

aleros, escoltas o pivots.
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Lo que hace el aprendizaje no supervisado es buscar patrones de similitud de los valores
de entrada. Un dato muy relevante es que los algoritmos mas potentes de este paradigma son
capaces de descubrir cual es la estructura interna que han generado dichos datos. Se podria decir
gue son capaces de entender estructuras mentales, denominadas espacios latentes, que le
permiten saber, por ejemplo, lo que es un 2 o un 3 (escritos manualmente), pese a que cada

persona pueda escribir los nimeros de un modo diferente.
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Demostracion Espacio latente letras

Estos algoritmos incluso estan llegando a la posibilidad de operar matematicamente con

estos conceptos abstractos:

man man woman
with glasses without glasses without glasses

woman with glasses
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Si a la imagen de “hombres con gafas” le restamos “las caras” y le sumamos “caras de

mujeres”, nos da como resultado “mujeres con gafas”.
3.3.3. Aprendizaje reforzado

En este caso, la salida que queremos que prediga nuestro algoritmo es una secuencia de
acciones que seran ejecutadas dentro de un entorno de simulacidn que tendrdn que realizar una
determinada tarea. El algoritmo serd recompensado cada vez que logra su objetivo o penalizado

si no lo consigue.
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IA entrenada para jugar a Mario Bros

El mayor campo de ensayo de estos algoritmos es el de los videojuegos, ya que cumplen
todas las premisas que nos permiten entrenar a nuestras IA. Ya tenemos sistemas que juegan al

ajedrez, Go, Starcraft 2...

El aprendizaje reforzado usa el mundo de los videojuegos como entrenamiento. Pero este

no es su objetivo, es en el campo de la robdtica donde las aplicaciones de este paradigma de
aprendizaje estdn empezando a dar sus primeros frutos: que un brazo robdtico pueda aprender

a hacer los movimientos necesarios para realizar una determinada tarea.

Este aprendizaje necesita de un agente que lo colocamos en un entorno o ambiente en
donde queramos que aprenda a hacer algo. Tenemos que poner reglas para que sepa qué esta
bien y qué esta mal, de modo que, por cada accidén que toma el agente, le decimos si su decision
fue correcta o incorrecta; lo retroalimentamos de forma positiva (dandole puntos) o negativa.

El algoritmo que usa el agente buscara ajustarse hacia las acciones que le den puntos.
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Tipos de aprendizaje automdtico

Utiliza un agente que tiene acceso directo al
entorno

Aprendizaje
. . reforzado
Aprendizaje Aprendizaje no

supervisado supervisado

Importante

Tipos de aprendizaje automdtico

Aprender por ensayo y error

Aprendizaje

Aprendizaje  Aprendizaje no  "eforzado

supervisado supervisado

Si unimos el aprendizaje reforzado con las redes neuronales (deep learning), nos
encontramos con el Deep Reinforcement Learning o Aprendizaje reforzado profundo, que se dio
a conocer en febrero de 2015 cuando la empresa Deep Mind publicé un articulo sobre su
algoritmo Deep Q-Network (DQN) y donde explicaron que habian conseguido unos resultados

increibles superando el nivel humano en numerosos videojuegos.

En el siguiente video se muestra, de forma resumida, como se puede implementar una red
neuronal que aprenda a jugar al juego del dinosaurio de Google Chrome. El video parte de cero,
es decir, crea el juego programandolo con Processing, que es un entono grafico de programacion

basado en Java.
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Simulacion de “Aprende a jugar a Dino”
3.3.4. Las Redes Neuronales Artificiales (RNA) y el Deep Learning

Estos tres paradigmas de aprendizaje estan limitados por la capacidad de los sistemas
informaticos de trabajar con una cantidad de datos determinada. Pero creando nuevos modelos
computacionales seremos capaces de aumentar esa capacidad. Asi nacen las Redes Neuronales
Artificiales (RNA) y como consecuencia de las mismas, el Deep Learning o aprendizaje profundo,

que es clave de los actuales y espectaculares avances.

Los paradigmas de aprendizaje supervisado, no supervisado y reforzado pueden ser mucho
mas potentes si les afiadimos el modelo computacional de las Redes Neuronales Artificiales
(RNA), que es un modelo inspirado en el comportamiento de las neuronas bioldgicas naturales.
Aunque esta idea ya se barajaba desde 1943, no ha sido hasta estos Ultimos afios y gracias al uso

de ordenadores con procesadores mucho mas potentes, cuando se ha generalizado su uso.

En 1943 Walter Pitts y Warren McCulloch publicaban un influyente estudio en el que
describian la neurona artificial, la primera formulacidn tedrica de lo que después se llamaria red
neuronal. Sobre este modelo matemadtico, en 1951 Marvin Minsky y Dean Edmonds disefiarian

SNARC, la primera maquina basada en una red neuronal.
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SNARC

Una RNA consiste en un conjunto de unidades, llamadas neuronas artificiales o
perceptrones, conectadas entre si para transmitirse sefiales. La informacién de entrada atraviesa
la red neuronal, produciendo unos valores de salida. Estas redes neuronales son capaces de

aprender de forma jerarquizada. Es decir, la informacién se aprende por niveles. En las primeras

capas se aprenden conceptos muy bdsicos (sus neuronas obtienen sus entradas directamente de
los datos) y las siguientes se van especializando en funcidn de las capas anteriores. Esto hace
gue, cuantas mas capas afladamos, mayor es la abstraccidon que consigue el algoritmo y por lo
tanto, pueden tener un mayor conocimiento. Y es lo que se denomina un aprendizaje profundo

o deep learning.
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Diagrama de un perceptron o neurona con cinco sefiales de entrada.
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Las redes neuronales se utilizan para resolver una amplia variedad de tareas. Por ejemplo:
la vision por ordenador, el reconocimiento de voz, la prediccién bursatil, la conduccion
auténoma, la generacidn de texto, la traduccidon de idiomas, el analisis genético o el prondstico

de enfermedades. Todas, dificiles de solucionar sin este tipo de tecnologia.

Vamos a explicarlo mejor tomando como ejemplo el reconocimiento de imagenes.

Vedamoslo.

Supongamos que partimos de una cantidad de fotos etiquetadas de perros y de gatos. Esas
imagenes podemos ensefarselas a nuestra red neuronal para que sea capaz de identificar a un
perro o a un gato en una imagen nueva, imagen que nunca antes hubiese visto. El sistema dividira
cada imagen en una matriz de pixeles y analizara el color de cada pixel, asi como, comprobara la

etiqueta de esa imagen para ver si es un perro o un gato.
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En la imagen de arriba observamos que ha dividido cada imagen en 64x64 pixeles y al color
da cada pixel le asigna un valor entre 0 y 255 analizando el color rojo, verde y azul. Este analisis
se hara en diferentes niveles o capas, donde cada una se especializara en resolver la tarea a partir

de la informacidn enviada por la capa anterior.
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Hidden Hidden
layer layer

Cuantas mas capas tengamos, mejor sera nuestro algoritmo y mejores predicciones hara. Si
le preguntdasemos al terminar este proceso a nuestra red neuronal équé es un gato?, nos
contestaria con algo asi (ver imagen siguiente): Seria la abstraccién creada por la red neuronal

de lo que para ella es un gato:

El punto de partida de estas redes neuronales es una neurona o perceptron: una neurona
artificial. Esta neurona se forma a partir de unos datos de entrada (X) y nos dara una salida (Y).

Realmente, aunque le llamemos neurona, no es mas que una funcidn matematica:

"'I Eas
li.illlii.'l Neurona --o-llolll.
.‘-..--
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Esta funcién no es mas que una suma ponderada de los valores de entrada: se le asigna un

peso (W) a cada una de las entradas (X):

@o. SUMA PONDERADA
W1‘

(0)-val-si S—
[ws]

Esta funcidn se corresponde con una recta, ya que si sumamos el peso (w) de cada entrada

nos quedara una funcidn tipo y= a.x+b:

W

(e
; YW, WK,

*

Aunque realmente nos falta afadirle el término independiente b:

1 .....{El.........

*

YW X+ WX b
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Por ejemplo, si tenemos un conjunto de datos como los que se ven en la gréfica izquierda
de la siguiente imagen, podemos buscar que nuestra neurona calcule la recta que es capaz de

separar unos datos de los otros (ver figura derecha):

e o 0o
;. o OX xx
X

e X

Pero éy si queremos separar con una funcién de este tipo unos datos como los que se

muestran en la imagen izquierda de la siguiente figura?

Resulta que ahora no nos llegara con una sola recta (neurona). Necesitaremos otra neurona
que genere una segunda recta y asi poder solucionar el problema:

X X
00 X 0 O\ X
{=
X x O AN
X X

Colocando varias neuronas trabajando juntas tenemos un conocimiento jerarquizado,

donde dos neuronas crearan dos rectas que separen los datos y una tercera unira las salidas de

las neuronas anteriores para darnos una unica salida final:

Cada neurona formara una capa, y cuantas mas capas tengamos mas complejo sera el
conocimiento que elaboremos. Esta profundidad en la acumulacién de capas es lo que le da

nombre al aprendizaje profundo, el deep learning.

. _______________________________________________________________________________________|
SUSANA OUBINA FALCON 41


https://youtu.be/uwbHOpp9xkc

INTELIGENCIA ARTIFICIAL (1A)

@

O

@

® D

Las capas pueden clasificarse en tres tipos:

e Capa de entrada: Constituida por aquellas neuronas que introducen los patrones de
entrada en la red. En estas neuronas no se produce procesamiento.

e Capas ocultas: Formada por aquellas neuronas cuyas entradas provienen de capas
anteriores y cuyas salidas pasan a neuronas de capas posteriores.

e Capa de salida: Neuronas cuyos valores de salida se corresponden con las salidas de

toda la red.

Capa de Capa Capa de

Entrada Oculta Salida
Entrada 1

—

Entrada 2
-

Entrada 3

@/@

Pero, al conectar tantas neuronas en varias capas nos encontramos con un gran
inconveniente: cada neurona realiza una regresion lineal. Es decir, calcula la funcién de una
recta. Si sumamos todas estas rectas, matematicamente obtendremos como resultado una sola
recta, que vendria a ser lo mismo que tener una sola neurona, por lo que la red colapsa
(perderiamos toda la informacidn de cada neurona de la red) y no seria util.
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O+O+0+0O-0

Si queremos evitar este problema tenemos que hacer que la suma nos proporcione algo

diferente a una linea recta y para ello tenemos que hacer que cada una de las rectas sufra algun

tipo de manipulacion que las distorsione:

O+O+-0+0-O

La solucion es lo que se denomina funcién de activacion, que se encarga de crear una
distorsiéon no lineal en cada una de las neuronas. De esta manera, la suma de todas las funciones

nos dard una nueva funcion completamente diferente: Existen diferentes funciones de activacién

que se usaran en funcién del tipo de problema que tengamos que solucionar. Asi nos podemos

encontrar con una funcién sigmoide, la relu (rectificadora), o la tanh (tangente hiperbdlica):

Soflpus

tanh{r)

B 1
1—'—62 e:('_}_er

Yy f(z) = max(0, z) tanhz = ¢

Las funciones de activacidn solucionan el colapsamiento de la red neuronal.

A modo de resumen, debemos tener claro los conceptos como: peso, sesgo y funcion de
activacion. La funcion de las neuronas es recibir las entradas, procesarlas (realizando una serie
de operaciones matematicas) y producir una salida. Estas operaciones matematicas se resumen

en tres:

a. Calcula la suma ponderada de las entradas multiplicadas por sus

respectivos pesos entre conexiones.
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Las neuronas se conectan entre si mediante conexiones (en la imagen de abajo estamos
viendo neuronas densas, porque se conecta con todas las siguientes). Cada una de estas
conexiones tiene un peso asignado y que podemos entender como el valor numérico que

representa la importancia de la conexidn.

b. A esasuma se le afiade un valor numérico que recibe el nombre de sesgo y que le

ayudara a ajustar la salida y permitir que la red aprenda padrones mas complejos.

c. A esa funcién resultante de sumas de productos mas el sesgo y que llamé z, se le
aplica unafuncion de activacion, buscando introducir NO linealidades vy

permitiéndole aprender.

Sesgo
- Funcién
de

X W1\‘ activacion

X, W2 7= Zw;x; f@ . a

i
o @ ®
Capaentrada Capaoculta Capasalida ,%/,/’
- 1
Entradas | Pesos Nodo Salida
Red neuronal Neurona
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Actividad 13: Podemos crear nuestra primera red neuronal en la aplicacidn online de Google,

“Playground tensorflow”. En el siguiente link explico cdmo podemos jugar con las RNA:

DATA FEATURES + — 2 HIDDEN LAYERS OUTPUT

Which dataset do Which properties S
you want to use? do you want fo 2z :
feed in? o = 4 = aining loss 0.000

4 neurons 2 neurons.

Ratio of training to
test data: 50%

— e

Noise: 0

Batch size: 10

—e

REGENERATE

[ Show test data Discretize output

Redes neuronales: https://playground.tensorflow.org/

Ya solo nos queda un ultimo problema que solucionar y consiste en calcular el error de

nuestra red neuronal. Ese error se podria calcular por el método del error medio cuadratico o

por el de descenso del gradiente. Seria mas correcto decir que lo que buscamos es minimizar el

error de nuestra red y para ello se ha desarrollado el método de la propagacién hacia atras de
errores o backpropagation, que no es mas que un algoritmo que se basa en el método de

descenso del gradiente.

En este método la sefal de salida se compara con la salida deseada y se calcula una sefial

de error para cada una de las salidas. Las salidas de error se propagan hacia atrds, partiendo de

la capa de salida, hacia todas las neuronas de la capa oculta que contribuyen directamente a la
salida. Sin embargo, las neuronas de la capa oculta solo reciben una fraccién de la sefial total del
error, basandose aproximadamente en la contribucidn relativa que haya aportado cada neurona
a la salida original. Este proceso se repite, capa por capa, hasta que todas las neuronas de la red
hayan recibido una sefial de error que describa su contribucion relativa al error total (video de

backpropagation).
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Redes neuronales: El algoritmo (backpropagation)

+ Lared neuronal con el valor de sus pesos es el modelo de ML
- El algoritmo de ML lo que hace es buscar el valor de los pesos dptimo para que la red sea capazde
clasificar correctamente los datos de entrenamientoy también nuevos datos parecidos pero

distintosa aquellos (generalizacion)

Algoritmo de aprendizaje

1. Sedan valores aleatorios a los pesos de la red. Asiya se tiene un primer modelo, que no
clasifica muy bien, pero funciona.
2. Los datos de entrenamiento se reparten en varios grupos (bunches)y paracada grupo:
a. Secalcula la salida de |a red para cada dato del grupo (predicciones del modelo)
b. Se comparan las predicciones anteriores con la clasificacion real (etiquetas)
¢.  Seusa el algoritmo backpropagation paraactualizar el valor de los pesos, de manera
que el error cometido en las predicciones se haga minimo

Serepiten de forma iterativa estos pasos hasta que el error cometido sea aceptable,

En la siguiente web disponéis de 17 problemas cuya solucidn tiene diferentes niveles de

dificultad dejando incluso crear vuestro propio modelo neuronal.

Actividad 14: Resuelve alguno de los retos de la Caja de arena de Neuron (cmu.edu)

Can I make a peanut butter and jelly sandwich? I need both peanut butter and jelly.

Solve for Weights
Solve , Solve @ Ask for Hint
for 1 1 for
Outputs Boundary

Outputs

Inputs
Current

|} PAYS
Activation, Desired
Peanut Have Jelly — Output
" Output

Butter

Uno de los ejemplos resuelto
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4. ElimpactodelalA

El impacto de la IA en la sociedad puede considerarse positivo y a la vez negativo. Por un
lado, ofrece enormes beneficios, como la mejora de la productividad, la creacién de nuevos
productos y servicios, y el avance en sectores como la salud y el medio ambiente, entre otros.
Sin embargo, también plantea importantes desafios, desde la pérdida de empleos hasta

problemas éticos y de sostenibilidad.
4.1.Situacion actual (Aplicaciones)

Todos estos avances en las tecnologias de las redes neuronales, combinadas con la
digitalizacién de la sociedad, la mejora en el hardware como las tarjetas graficas con GPU vy el
hecho de que grandes empresas tecnolégicas empezaran a invertir mucho dinero en

investigacién, sefiala el afio 2012 como el del resurgir de la Inteligencia Artificial.

Por ejemplo, DeepMind impulsora del aprendizaje reforzado en de 2010, o la empresa

OpenAl, la que estd detras de Chat GPT, DallE o Whisper, fue fundada en 2015.

De todos modos, no ha sido hasta el 2020 cuando se han podido ver los resultados en nuevas
aplicaciones y funcionalidades que nos han provocado sorpresa, admiracién y finalmente cierto
miedo o vértigo, incluso en personas que trabajan en ese campo, y que ha llevado a plantearse

la necesidad de una moratoria de unos meses en su desarrollo para recapacitar sobre sus

consecuencias.

Algunos de estos avances son el archiconocido Chat GPT, pero también otras |As generativas

de imagenes, videos, musica, ... sistemas que han sido capaces de abstraer conceptos y de

generar entidades que antes no existian; ser “creativas”.

Gracias a los ultimos avances en los sistemas de redes neuronales, como son las redes

neuronales convolucionales, los transformers o las redes antagdnicas generativas (GANS)

estamos viendo cosas cada vez mds sorprendentes. El afio 2022 ha sido el afio de la IA, pero eso
no significa que no lo sea el 2023. Las aplicaciones de la IA estan revolucionando sectores como

la ciencia, la tecnologia, la busqueda de nuevos materiales, la medicina personalizada y sectores

como las finanzas, la logistica o las comunicaciones.

El afio que se hizo viral DALL-E, la IA que creaba imagenes a partir de unas pocas palabras a
modo de sugerencias. También fue el afio del ChatGPT, un chat en el que podemos entablar

conversacion con una inteligencia artificial para preguntarle cualquier cosa y obtener, en tiempo
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https://youtu.be/C_wSHKG8_fg?t=762
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real, en teoria, respuestas satisfactorias. Detras de estos dos proyectos de inteligencia artificial

se encuentra OpenAl, una de las empresas mas punteras en el sector de la IA.

Una de las aplicaciones de la inteligencia artificial que mas han generado debate durante
2022 se centra en la creacién de imagenes y videos a partir de texto o recursos graficos concretos
como pueden ser dibujos sencillos. Asi, en cuestion de unos pocos minutos, es posible generar
imagenes con gran calidad. Stable Difussion fue una de las |As especializadas en esta tarea mas
populares junto con DALL-E. Su utilizacién gratuita y/o de pago ha dado que hablar porque sus
creaciones se generan en minutos y ofrecen una gran calidad artistica. Sin embargo, existe el
debate en Internet sobre si las imagenes creadas con IA son arte o no, ya que no han sido
generadas por humanos. Y es mds, aunque el maravilloso mundo de la tecnologia y la inteligencia
artificial pretende crear un producto que “mejore la vida de las personas”, somos nosotros, las
personas, las que a veces hacemos mal uso de estas tecnologias y convertimos una utilidad en
un problema. Todos hemos oido hablar de los deepfakes, que se han convertido en un tema
candente y de gran preocupacion en los ultimos afios. Es importante distinguir la diferencia entre

“informacion errénea” y “desinformacion” en el ancho internet:

e Lainformacién errénea se relaciona con informacion incorrecta que se comparte con la
creencia de que es verdad, mientras que la desinformacidn es informacidn incorrecta

compartida intencionalmente para engafiar.

A veces, las IA se mal usan con esta intencién, engafiar. Ya sea en textos, imagenes, audios o
videos. En los siguientes links podéis entender cémo podemos diferenciar deepfakes de audio e

imagenes:

e Deepfakes de audio y clones de voz

e (iCualdelosrostrosesreal? ué i uar, u render” y vera
iCudldel t |? Después de interactuar, entra en el menud “A der” y veras

qué sefiales deja la IA a la hora de crear esas imagenes.

El proyecto mas relevante en la temdtica de IA en Galicia es el proyecto “Nés”. Este proyecto
se divide en tres partes aportandonos una aplicaciéon de reconocimiento de voz (ASR), una de
sintesis de voz también llamada texto a voz (TTS) y un traductor neuronal multilinglie disefiado
especificamente para el gallego y a cuyas demos podemos acceder desde la opcién de recursos
del propio proyecto. La demo “Traductor Nos” esta preparada para trabajar con los idiomas,
gallego, castellano e inglés. Las demos de aplicaciones relacionadas con las dos tecnologias de

IA utilizan redes neuronales y ponemos interactuar con ellas en los siguientes links: TTS y ASR.
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https://speechify.com/es/blog/audio-deepfake/
https://www.whichfaceisreal.com/index.php
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Relacionado con la cultura, en
2023 Google ha recreado, con
ayuda de la IA, la mente del
inventor, cientifico y artista
Leonardo da Vinci en wuna
plataforma que nos permite viajar

por sus invenciones con mas de

mil imagenes detalladas de sus obras. En esta web el usuario podra conocer la vida de Leonardo

utilizando los diferentes juegos y test que nos desvelaran detalles de su vida e incluso, recrear su

pensamiento. La plataforma Inside a Genius Mind es la que alberga este proyecto.

Algunas aplicaciones mds relevantes de estos Ultimos afios son:

e Whisper (de voz a texto y dejé de estar abierta a los usuarios en junio de 2023)

e Plegamiento de proteinas (AlphaFold 2)

e Procesamiento Lenguaje Natural (NLP)

e De texto a video: Gen2 de la empresa Runway

e Generador de musica, suno

e chatGPT4y los plugins

e Bing+chatGPT
e Copilot y Codex

e Video generado artificialmente NVDIA

e Generadores de imagenes: DallE2, Midlourney o Stable Diffusion 2. Actualmente,

Playground Al nos permite crear 1000 imagenes libres de pago por dia. BlueWillow es

un generador de ilustraciones. Leonardo Al crea imagenes con un estilo diferente.

Imagen generada con Playground Al (Inteligencia artificial, educacién)
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https://artsandculture.google.com/project/leonardo
https://youtu.be/JuMEmF-2FsA
https://youtu.be/Uz7ucmqjZ08
https://www.youtube.com/watch?v=Tg1MjMIVArc
https://youtu.be/i4MFvhHVOZc
https://research.runwayml.com/gen2
https://youtu.be/J_drohqaASk
https://suno.com/?ref=taaft&utm_source=taaft&utm_medium=referral
https://youtu.be/OC888STwrlU
https://www.xataka.com/basics/bing-chatgpt-que-como-funciona-que-puedes-hacer-chat-inteligencia-artificial-buscador
https://youtu.be/uCpE6z999Uk
https://youtu.be/FQqwynsDs7A
https://youtu.be/eXYUNrgqWUU
https://youtu.be/nqXn1JSEHGo
https://www.xataka.com/basics/que-midjourney
https://www.xataka.com/robotica-e-ia/llega-stable-diffusion-2-0-sus-nuevas-opciones-para-generar-imagenes-ia-nos-dejan-boquiabiertos-que-nunca
https://playgroundai.com/
https://www.bluewillow.ai/
https://leonardo.ai/
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Las aplicaciones que integran IA han tenido que ser entrenadas. Muchas de ellas parecen
de forma gratuita y, cuando su modelo funciona y la aplicacién ofrece resultados mas precisos
(la IA no se equivoca y deja de tener “alucinaciones”), restringen su versidn gratuita e incluyen
versiones de pago. Por internet podemos encontrar repositorios de herramientas y aplicaciones

de 1A, asi como de bibliotecas.

Algunos repositorios en los que podemos buscar herramientas por categorias,

funcionalidades y precios, son los siguientes:

e There’s an Al for that

e AIFINDY

e Pantheon Almanac

El chat GPT en la versidon actual, aunque ha mejorado mucho sus respuestas en relacion a
sus modelos anteriores, a veces nos aporta resultados incorrectos. Pensar que siempre responde
a nuestras preguntas, y da igual la dificultad de las cuestiones que le planteemos. Cuando se
equivoca, decimos que ha tenido una “alucinacién”. Estos errores podemos minimizarlos
intentando que razone, usando técnicas de prompting como afiadir la muletillla “Piensa, paso a
paso....” ala pregunta que le hacemos al chat, pero esto no es suficiente. La empresa Open Al ha
estado trabajando en estas limitaciones y ha sacado la nueva versién del Chat GPT que llama
OpenAl o1 (disponible en Chat GPT Plus) y que le permitird pensar sus respuestas (razonar) antes
de responder, por lo que no es tan rdpido a la hora de contestar. Segln la compafiia, o1 “pensara”

antes de ofrecer una respuesta, “al igual que lo haria una persona”. Incluso van mas alla, dicen

que con el paso del tiempo refinard su pensamiento y también reconocera sus errores. Digamos
que, para acciones comunes, ChapGPTo4 es mas rapido y funciona bien pero, para problemas
mas complejos, la solucién éptima pasa por usar OpenAl 01, una herramienta para el futuro. El
modelo 01 Pro puede procesar imagenes (y no sdlo texto), pero su vision computacional no
trabaja bien y se equivoca. Tras la salida del modelo OpenAl o1, la empresa ha seguido
trabajando y hoy podemos utilizar el modelo OpenAl 03 que se presenta como un buen
solucionador de tareas cientificas y técnicas de una gran complejidad y mejorando mucho el

procesamiento de imagenes.
4.2.Retos que debe solucionar la IA

Los deslumbrantes avances de la IA no deben cegarnos a la hora de hacer un analisis critico
de estos sistemas. El mundo ya estd cambiando debido a la aparicién de todas estas IAs y estos

cambios van a ser profundos, equiparables a los que se produjeron con la aparicién de la
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https://theresanaiforthat.com/
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maquina de vapor, la electricidad o internet. Pero, para que estos cambios sean positivos
debemos solucionar algunos aspectos que tienen que ver, por ejemplo, con los datos que
usamos al entrenar estos sistemas, con las decisiones que toman y con los sesgos que puedan

contener.

Asi como, por ejemplo, los sindicatos son una respuesta a los problemas de la primera
revolucién industrial, las normas ISO a la segunda o el teletrabajo y el comercio global de la
tercera, queda por saber qué pasard con esta cuarta. Sin duda, la privacidad, la ética, la

ciberseguridad o la huella de carbono son problemas que ya estan encima de la mesa.

-

a Rewolucién a Revolucién 3a Revolucién
Industrial Industrial Industrial

a Revolucién

Industrial
Mecanizacion Electricidad Informética Digitalizacion
I
Méquina de vapor, energia Produccién en masa, cadena de Automatizaciin, tecnologias de la :o::‘l:b:;oosas,s;num
hidrdulica y mecanizacién montajey electricidad irformacién y la comunicacién (TIC) ona,

dberfisicos y robdtica

DallE2, Midjouney o StableDiffusion fueron entrenados con miles de imdagenes publicadas
en la red, casi todas ellas con derechos de autor, pero todas las imagenes generadas son libres

de derechos, ées correcto hacer esto asi?. Y los sistemas de reconocimiento facial, ¢son

perfectos? ¢Y qué impacto ambiental tiene entrenar estos sistemas? Ya estan abiertos una serie

de debates y de reclamaciones que demuestran que es necesario legislar y regular este nuevo
sector, de manera que sean explicables, confiables y responsables. Y también verdes y open

source.

1. La explicabilidad se refiere a la capacidad de comprender y explicar cdmo funciona un
sistema de IA y cdmo toma decisiones. Esto es importante porque, a medida que la IA
se vuelve mds compleja y se utiliza en areas criticas como la salud o la seguridad, es
necesario que los usuarios puedan comprender como se estdn tomando las decisiones
y como se estan utilizando los datos. La falta de explicabilidad puede generar

desconfianza en los usuarios y en la sociedad en general.
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https://youtu.be/GqKnlBq2MA4
https://www.netflix.com/es/title/81328723?
https://www.netflix.com/es/title/81328723?
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https://www.silicon.es/explicabilidad-etica-responsabilidad-retos-inteligencia-artificial-2452131
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2.

La confiabilidad se refiere a la capacidad de los sistemas de IA para tomar decisiones

precisas y  consistentes en

diferentes situaciones. Es
importante que los sistemas de IA
se prueben rigurosamente para
asegurarse de que sean precisos y

confiables, ya que las decisiones

equivocadas pueden tener

consecuencias graves.

La responsabilidad se refiere a la necesidad de garantizar que los sistemas de IA sean
éticos y justos. Esto incluye la proteccion de la privacidad y la seguridad de los datos, asi
como la eliminacién de sesgos y discriminacidén en los sistemas de IA. A pesar de los
avances, la ética de la IA no se puede automatizar. La supervision humana sigue siendo
esencial para garantizar que las decisiones tomadas por sistemas automaticos sean

justas y éticas.

Los algoritmos verdes nacen de la necesidad de reducir la huella de carbono en el
proceso de entrenamiento de estos sistemas. No existen mediciones exactas de cuanta
energia consume cada afio a nivel global la inteligencia artificial, pero las estimaciones
sobre aspectos concretos permiten hacerse una idea. Segun investigadores de la
Universidad de Massachusetts Amherst, entrenar a un solo modelo de IA tiene unas
emisiones parecidas a las de cinco coches en toda su vida util. Por ello, es fundamental
desarrollar algoritmos mas eficientes y tecnologias sostenibles que reduzcan el

consumo de recursos y contribuyan al objetivo de sostenibilidad ambiental.
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Ya hay herramientas como Code Carbon que nos permiten estimar la huella de carbono
asociada con el algoritmo del entrenamiento de modelos de IA, promoviendo practicas
mas ecoldgicas en el sector.

Algunos sistemas actuales de |A son open source, y lo que pretenden es abrir a toda la
comunidad las herramientas necesarias para desarrollar estos sistemas. Esto tiene una
serie de ventajas y beneficios para la sociedad en cuanto a:

Transparencia: al ser open source, el cdédigo de la IA estd disponible publicamente, lo
gue aumenta la transparencia y la claridad en torno a cdmo funciona la tecnologia. Esto
significa que los usuarios pueden comprender mejor cémo se toman las decisiones,
detectar errores y hacer sugerencias de mejora.

Colaboracion: El desarrollo de una IA open source permite que la comunidad contribuya
a su mejora y evolucion. Esto significa que mas desarrolladores pueden trabajar en el
codigo, lo que a su vez puede llevar a una mayor innovacién y mejores resultados.
Adaptabilidad: Los usuarios pueden personalizar y modificar el cddigo para satisfacer
sus necesidades especificas, lo que permite una mayor flexibilidad en la implementacion
y uso de la tecnologia.

Accesibilidad: una IA open source puede ser utilizada por una amplia gama de personas
y organizaciones, incluidas aquellas con recursos limitados. Esto puede democratizar el
acceso a la tecnologia y aumentar su adopcion.

Seguridad: M3as desarrolladores pueden revisar y auditar el cédigo en busca de posibles
vulnerabilidades o debilidades de seguridad. Esto puede ayudar a garantizar que la

tecnologia sea mas segura y confiable.

4.3.Conclusiones sobre la situacion actual de la IA

La Inteligencia Artificial (IA) ha dejado de ser una disciplina futurista y se ha integrado

profundamente en la vida cotidiana, afectando a multiples aspectos de la sociedad. En la

actualidad, la IA influye en la economia, el empleo, la educacién, la salud, la politica, el

entretenimiento y mas. Sin embargo, aunque su impacto es indiscutible, todavia hay mucho por

explorar, tanto en sus aplicaciones actuales como en los posibles efectos que podria generar en

el futuro.

Impacto actual de la IA en la sociedad

1. Transformacién de la economia y los mercados laborales: La automocion y la

automatizacion estan entre los sectores mas transformados por la IA. En el ambito industrial,
|
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la IA esta optimizando las cadenas de produccidn y ofreciendo soluciones mas rapidas y
eficientes. Sin embargo, uno de los impactos mas significativos es el cambio en la naturaleza
del trabajo. Muchas tareas repetitivas y manuales estdn siendo reemplazadas por robots y
sistemas automaticos, lo que plantea una disyuntiva importante: la desaparicion de
empleos tradicionales frente a la creacién de nuevos puestos que requieren habilidades mas

especializadas, como el manejo y mantenimiento de sistemas de IA.

2. Transformacion en la salud: En la medicina, la IA ha permitido avances significativos en el
diagndstico y tratamiento de enfermedades. Los algoritmos de IA son capaces de analizar
grandes volumenes de datos médicos para identificar patrones que podrian pasar
desapercibidos por los médicos humanos. Esta capacidad esta revolucionando la forma en
que se diagnostican enfermedades, optimizando el tiempo de los profesionales de la salud y
mejorando la precisién. Ademads, la IA se estd utilizando en la medicina personalizada,

adaptando tratamientos y terapias a las necesidades individuales de los pacientes.

3. Cambio en el entretenimiento y la cultura: Las plataformas de streaming como Netflix,
Spotify y YouTube utilizan sistemas de recomendacién basados en IA que analizan los habitos
de consumo de los usuarios para ofrecer contenido personalizado. Estos sistemas no solo
mejoran la experiencia del usuario, sino que también cambian la forma en que las empresas
crean y distribuyen contenido. Ademas, la IA esta comenzando a utilizarse en la creacion de
arte, generando musica, imagenes, y literatura, lo que plantea nuevas preguntas sobre la

autoria y el valor del arte generado por mdaquinas.

4. Mejora de la experiencia del usuario en tecnologia: Los asistentes virtuales como Siri, Alexa
y Google Assistant estan basados en IA y han transformado la manera en que interactuamos
con nuestros dispositivos. Estas tecnologias permiten la interaccion por voz y estdn
integrando la IA en dispositivos domésticos, vehiculos y en el uso del internet. La integracidn
de la IA hace que los servicios sean mas rapidos, intuitivos y accesibles, cambiando la forma

en que gestionamos nuestras vidas cotidianas.

5. Impacto en la politica y la democracia: En el ambito politico, la IA ha introducido tanto
oportunidades como riesgos. Por un lado, los algoritmos de analisis de datos permiten a los
partidos politicos entender mejor las necesidades de los votantes y personalizar sus
mensajes, lo que puede ayudar a mejorar la relacién entre los ciudadanos y sus

representantes. Sin embargo, la manipulacién de estos algoritmos para influir en las
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elecciones, como se ha observado en el caso de las fake news o en las campafias de

desinformacién, también representa un riesgo para la democracia y la transparencia.
Impactos futuros de la IA en la sociedad

1. Automatizaciéon y el futuro del trabajo: A medida que los sistemas de IA contindan
evolucionando, se espera que la automatizacién afecte a mas industrias y sectores. En el
futuro, podrian ser reemplazadas muchas mds profesiones que actualmente requieren
habilidades cognitivas o creativas, como las que desempefian los disefiadores graficos,
traductores, o incluso ciertos roles de gestion. Sin embargo, a medida que algunas tareas
sean automatizadas, surgirdn nuevas oportunidades de empleo, especialmente en areas
como el desarrollo de IA, la ética de la IA, y la ciberseguridad. La recualificacién de la fuerza

laboral serd esencial para mitigar los impactos negativos.

2. Desafios éticos y sociales: Con el creciente uso de la IA, surgen preocupaciones sobre su
impacto ético y su influencia en la privacidad de los individuos. Los sistemas de IA estdn
basados en grandes volumenes de datos, lo que genera preocupaciones sobre la recopilacion
y el uso de datos personales. La falta de transparencia en como se toman las decisiones
automatizadas y el posible sesgo en los algoritmos son dos cuestiones que deberdn
abordarse de manera urgente. Es probable que en el futuro se desarrollen marcos legales
mas estrictos y normativas internacionales para garantizar que los sistemas de |A respeten

los derechos fundamentales y no perpetuen desigualdades.

3. 1A explicativa y controlada: A medida que los sistemas de IA se vuelvan mas complejos, sera
necesario que los algoritmos sean explicables y transparentes. En aplicaciones criticas como
la justicia, la salud o la seguridad, los usuarios y las autoridades deben poder comprender
como los sistemas de IA toman decisiones. Para ello, se investigard como crear modelos que
no solo sean eficaces, sino también faciles de auditar y comprender, lo que podria cambiar

la forma en que los sistemas son regulados y supervisados en el futuro.

4. 1Ay sostenibilidad: En el futuro, la IA jugard un papel crucial en la sostenibilidad y la lucha
contra el cambio climatico. Los sistemas de IA pueden ayudar a optimizar el uso de recursos
en diversas industrias, reduciendo el desperdicio de energia y mejorando la eficiencia.
Ademas, se prevé que la IA contribuya a la gestidn inteligente de las ciudades, promoviendo
un desarrollo urbano mas sostenible, mejorando la gestién de residuos y gestionando las
infraestructuras de manera mas eficiente. Sin embargo, también existen preocupaciones
sobre el impacto ambiental de la IA, especialmente en cuanto a la energia consumida
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durante el entrenamiento de modelos complejos, lo que impulsard el desarrollo de

algoritmos mas ecolégicos y eficientes.

5. 1A general y los desafios de la superinteligencia: En el largo plazo, uno de los mayores
objetivos de la investigacion en IA es la creacién de una IA general (AGI), que sea capaz de
realizar cualquier tarea cognitiva humana, independientemente del contexto. Aunque adn
estamos lejos de alcanzar este nivel de inteligencia artificial, los avances contindan. La
creacion de una IA general podria tener un impacto disruptivo, modificando por completo la
estructura social, econdmica y politica. En este escenario, surgirian debates sobre el control
de las superinteligencias y la seguridad en su implementacién, ya que podria ser mas dificil

prever las consecuencias de su uso.

El impacto de la Inteligencia Artificial en la sociedad es tanto prometedor como desafiante.
En el presente, esta transformando sectores claves y mejorando muchas facetas de nuestra vida
diaria, desde la salud hasta la forma en que interactuamos con las maquinas. No obstante, su
futuro esta lleno de incertidumbres y retos, como la automatizacién del empleo, los dilemas
éticos y la sostenibilidad. A medida que la IA evoluciona, sera fundamental establecer
regulaciones y marcos éticos para garantizar que sus beneficios sean aprovechados de manera
justa y responsable. Solo entonces podremos asegurarnos de que la IA sea una herramienta para

el bien comun y el progreso social.
[Conclusiones escritas por chatGPT 40]

Existen herramientas para detectar si un texto ha sido o no generado por una IA o por un
humano. Al Text Classifier de OpenAl nacié como una respuesta a la creciente preocupacion
sobre la capacidad de los modelos de lenguaje avanzados, como GPT-3 y GPT-4, para generar
textos altamente coherentes y naturales que podrian confundirse con escritos humanos. Con el
avance de la inteligencia artificial, se comenzaron a plantear una serie de preguntas y problemas
relacionados con el uso ético de estos modelos, especialmente en el ambito educativo,
académico y profesional. El proyecto se olvidé en 2023 por problemas relacionados con su

precision y efectividad ( falsos negativos o falsos positivos).

El clasificador considera que es probable que el texto sea generado por IA.
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Como vemos, este clasificador de textos no era totalmente fiable y sabe que puede dar
falsos positivos, sobre todo a la hora de identificar textos de IA, por lo que siempre nos dird que

ha sido probablemente creado por uno u otro, pero no afirmara nada de forma rotunda.

Actualmente, existen diversas herramientas para clasificar si un texto ha sido generado o no por

una IA. Algunas son las siguientes:
e GPTZero (una herramienta popular para detectar texto generado por IA).

e Copyleaks (que ofrece una herramienta de deteccidon de texto generado por IA y de

plagio).

e Turnitin (utiliza herramientas para detectar plagio y contenido generado por IA).
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