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Matrices

Definiciones

Una matriz puede definirse como una tabla rectangular de numeros.

ayy 4y ay,
a,, a :

SR 2" | Matriz de m filas y n columnas (m x n)
aml amZ amn

Los niimeros que forman una matriz A, suelen representarse como 4¢;; donde el primer indice
hace referencia la la fila que ocupa el nimero dentro de la matriz mientras que el segundo hace
referencia a la columna.

Ejemplo:
5 43
A=
(—2 1 7)
La matriz A estd formada por seis nimeros, que se organizan en 2 filas y 3 columnas. Siguiendo la

notacion habitual, tendriamos

a, ;=5 a,,=4 a,;=3 a,,==2 , a,,=1 y a,;=7

3 b

* La dimension de una matriz se expresa indicando el numero de filas y columnas que posee.
En nuestro ejemplo la matriz A tendria dimension 2x3
Al conjunto de matrices de m filas y n columnas se le representa por M, .,

* Una matriz se dice que es cuadrada cuando tiene el mismo niimero de filas que de columnas.

* Una matriz cuadrada, A, se dice triangular superior si i>j = a;,=0 . Analogamente sera

triangular inferior si i< j = a,;=0

5 2 4 -1 5 000

0 7 -2 4 5 700

00 5 7 -4 5 50

0 0 0 1 1 7 21
Triangular superior Triangular inferior

*  Decimos que B es la matriz traspuesta de A, B=A", si se cumple que b, ,=a;

5 43 > 2
A= =>4'={4 1 (las filas de A" son las columnas de A)
-2 1 7 3 7

* Una matriz A es simétrica si cumple A=A

Operaciones con matrices
Suma:

Para que dos matrices se puedan sumar, han de tener la misma dimension. En ese caso



C=A4A+ B> cij:aij+ bi_j

Ejemplo:

504 3 1,17 2 8|_|-2 6 11
-2 17 -2 12 3 -4 13 10

Multiplicacién por escalar:

El resultado de multiplicar una matriz A por un escalar Kk €R es otra matriz B de la misma
dimension, tal que b, =k -a;;

Ejemplo:
5.0 5 4 3)_(25 20 15
-2 1 7 -10 5 35

Multiplicacion de matrices:

Para multiplicar dos matrices, se han de multiplicar las filas de una por las columnas de la otra, de
manera similar al producto escalar de vectores.

C:A'B = Cij:CIil‘blj+ai2'b2j+ ce +aik'bkj
Para que las matrices A y B se puedan multiplicar, el nimero de columnas de A ha de ser el mismo

que el de las filas de B, es decir A€M, ., y B€M,,, ,encuyocaso C=ABeM,,,
Ejemplo:

5 4 3) ; ?: 5:7+4-2+43+(—1) 5-3+44-143-8 |_[ 40 43
18 —2-7+1-2+7-(=1) —2-3+1-1+7-8) |—19 51
Observacion:

La multiplicacion de matrices no es conmutativa, es mas, puede ocurrir que aunque se pueda
calcular A-B no sea posible hacer B-A

7 3 5 4 3
Al 2 1||-2 1 7
-1 8 1 0 0

R R K R

Propiedades de las operaciones:

Suma:

* Asociativa:  (A+B)+C=A+(B+C) ( A,B,CeEM

mxn )
* Conmutativa: A+B= B+A
* Elemento neutro: A+0=A (la matriz 0 es la que tiene todos sus elementos iguales a cero)

 Elemento opuesto A+(-A)=0 (la matriz opuesta, -A, se obtiene cambiando el signo de
todos los elementos de la matriz A)

Multiplicacién por escalar:
( a,bEiR A:BEmen )




* Asociativa: (ab)-A=a'(b-A)
« Distributiva respecto a‘R: (a+b)-A=a-A+b-A
* Distributiva respectoa M, : a-(A+B)=a-A+a-B
Multiplicacion:
* Asociativa: (A-B)-C=A-(B-O) AeM, ., , BEM CeM

nxq o qxp
* Distributiva: A-(C+D)=A-C+A-C AeM,,. , CeM, . , DeM,
(A+B)-C=A-C+B-C A€M, , BEM,  , CeM,

Espacios vectoriales y dependencia lineal
Un espacio vectoria real, es un conjunto V con dos operaciones:

VxV->V
e Suma: . o o o - -
u+v=w; u,v,wev

T RxV->2V
e Multiplicacion por escalar: o s o
o-u=v; u,wev

Para que V con estas dos operaciones (V,+,") sea considerado un espacio vectorial, deben cumplirse
las siguientes propiedades

Suma:
s Asociativa: (U+V)+w=u+(v+w); Vi,v,weV
e Conmutativa u+v=v+u; VUu,vev
* Elemento nulo 36€V/6+ﬁ:f1; Yuev
+ Elemento opuesto Vi€V ,3(—V)eV

Multiplicacién por escalar:

s Asociativa: (o-p)-ti=a-(p-i); Vo,peRViEV

a-(U+v)=o-ti+o-v; VaeR;Vi,veV

¢ Distributiva: - N -
(0+p)-V=a-V+p-v; Va,peR;Vi,veV
e Elemento neutro: 1:-v=v; VveV

Como ejemplos de espacios vectoriales, podemos citar los polinomios, las funciones continuas, los
vectores del plano, ... , asi como las matrices, sus filas y sus columnas.

Combinacion lineal de vectores:

Una combinacidn lineal de vectores es una expresion de la forma
o, v+o, v,+..+a,v, ; donde v,,..V,EV;o,..,a€R

Vectores linealmente independientes:

Un conjunto de vectores V;,...,V,EV  se dice que son linealmente independientes si ninguno de
ellos se puede expresar como combinacion lineal del resto.

Esta definicidn es equivalente a decir que no existe ninguna combinacion lineal de  Vi,...,V,€V
que seaiguala 0

V1, ., Vo€V sonlinealmenteindependientes < Y o ..., 0, €R—{0}, 0, Vi+0, Vot ..+, V,#0




Rango de una matriz

Las filas de una matriz A€M, , pueden considerarse vectores. Lo mismo ocurre con las
columnas.

Se define el rango de una matriz como el nimero maximo de filas que son linealmente
independientes.

Observacion:

El nimero maximo de filas linealmente independientes coincide con el nimero méaximo de
columnas linealmente independientes. Por tanto el rango de una matriz también podria definirse
como el nimero maximo de columnas linealmente independientes.

Método de Gauss para calcular el rango de una matriz

El método de Gauss consiste en "triangularizar" la matriz haciendo ceros por debajo (o por encima
de la diagonal). Con la matriz "triangularizada", es facil ver cual es el rango.

Para obtener los ceros deseados, se resta a cada fila (o columna) una combinacion lineal de las
otras. Si es necesario, en el proceso también se pueden intercambiar 2 filas.

1 2 3-1 4 1 2 3 -1 4 1 2 3 -1 4 1 2 3—-1 4
1 0 4 1 4 0-2 1 2 0 0-2 1 2 0 0-2 1 2 0
0 2 3 2 1 02 3 2 1 0 0 4 4 1 00 4 4 1
3 0 8-1 11 0-6 -1 2 -1 0 0 -4 -4 -1 0 0 0O 0
F,=F,-F, F=F +F, F =F4+F,
F=F,-3F F=F,-3F

Una vez triangularizada la matriz, su rango sera el nimero de filas distintas de 0, en el ejemplo se
ve una matriz de rango 3.

Matrices cuadradas

Recordemos que las matrices cuadradas son aquellas que tienen el mismo numero de filas que de
columnas.

Las matrices cuadradas poseen elemento neutro respecto a la multiplicacion:

AT=T'A=A

Donde la matriz I se conoce como matriz identidad y es tal que sus elementos valen 0 salvo los de la
diagonal que valen 1.

10
0 1

0
0| Matriz identidad de dimension 3
0 0 1

Las matrices cuadradas pueden tener inversa respecto a la multiplicacion, es decir la inversa de A
serd otra matriz, A, tal que:

A-A'=ATA=T |

Método de Gauss para el calculo de la inversa

El método de Gauss consiste en colocar la matriz y a continuacion escribimos la matriz identidad.



1 2 -1 1 2 -1]110
A=l 2 -1 0| = 2 -1 001
-1 0 1 -1 0 1,00

— o O

Ahora diagonalizamos la matriz operando con las filas. En la parte de la derecha haremos con la
matriz identidad las mismas operaciones.

1 2 -1[100| (1 2 -1 1 00 (1)_25_21_12(1)8
2 -1 0|0 1020 5 2|-21 0| T e
-1 0 1|00 1 0 2 0 1 01 0 0 T | s % L] F=F+siaF,
;jjjf;l F =F +2/5F, FiF,-S/2F,
5 1 5 1 11
1 2 0| 4 2 4 1 0 0| 4 2 4
0 -5 0| =5 ~5|_[0 =5 0 | =5 -5
2|2 27 a2 02
0 0 = 0 0 =
511 2 511 2
5 5 5 5
F =F +2/5F,

Ahora dividiremos cada fila entre el nimero que aparece en la diagonal de la parte izquierda.

1 1 1 1 11
1 0 0| 4 2 a 4 2 4
0 -5 0| -5 5| |[L OO0}y 1
= 9 2lslo1 0|2 0 =
0o 0o 4] 2 2 00 1]?2 2
5|12 115
5 5 4 2 4

F=F /(-5)

F =F /(4/5)

Después de todo el proceso obtendrémos la identidad en la parte izquierday A™' en la derecha.

111

Lo 4 4 2 4

A=l2 -1 o] = a'=[L o L
-1 0 1 2 2

115

4 2 4

Es importante saber que no todas las matrices cuadradas poseen inversa. Discernir cuando una
matriz tiene inversa antes de calcularla es algo que veremos mas adelante.

Determinantes

A cada matriz cuadrada es posible asociarle un nimero llamado determinante ( |A| determinante
de la matriz A)

Como la definicion general de determinante es compleja, vamos a ver directamente la manera de
calcularlo para dimensiones bajas.



Determinantes de matrices cuadradas de dimension 2:

a,; 4a;,
a, da,

A= :>|A|:a11'azz_azl'alz

Determinantes de matrices cuadradas de dimension 3:
a;; 4, dg
A=la,, a,, a,;|> |A|:all Ay, d35+0,, " 0y37 A3 1Ay, " A5, 01370570y A137 0y " A5 " A33— A3 " Ay57 Ay

3, 03, dz;

Propiedades de los determinantes

1. El determinante de una matriz y el de su traspuesta son iguales

|Al=|A]
2. Si se intercambian dos filas (o columnas) de una matriz, su determinante cambia de signo.
3. |A]=0 si:

a) Todos los elementos de una fila (o columna) valen cero.

a;; 4y g3 a, a, 0
o o o0 1|=0 a,, a,, 0/=0
sy d3, 033 a;; az; 0

b) A tiene dos filas (o columnas) iguales.
¢) Una fila (o columna) es combinacion lineal de otras

4. Si |A|=0 entonces alguna fila (y también alguna columna) es combinacion lineal de
otras.

5. Si se multiplica toda una fila (o columna) por un mismo escalar, el determinante queda
multiplicado por dicho escalar.

a,, ka,, aj, ;. Ay Gyp

ay, kay, ay|=k|ay,, a, a

as; kas, as; A3y dsp dz3

6. Si descomponemos una fila (o columna) en dos sumandos, entonces el determinante también
se puede descomponer como suma:
ap, a,, a3 ay, 4y, Gy Ay G, g

T

' [ - r r
aZl+a 21 aZ2+a 22 a23+a 23| a21 aZZ 023 +a 21 a 22 a 23

as; as, as; a3, 43 331 |d3; A3 A3y
7. Si sumamos a una fila (o columna) una combinacion lineal de otras, el determinante no
varia.

8. El determinante del producto de matrices es igual al producto de los determinantes
|A-B|=|A|-|B|; A, BeM, .,

9. El determinante de una matriz triangular se obtiene multiplicando los elementos de su
diagonal.



Menor, menor complementario y adjunto

Si en una matriz seleccionamos k filas y k columnas, entonces el determinante formado por los
elementos comunes de esas k filas y k columnas sera un menor de orden k de la matriz.

Ejemplo:
5 2 4 -1

Si A= ; _41 _52 471 entonces ‘7 _2‘241 es el menor de orden 2 de A, formado con
5 4 0 1

las filas 2 y 3 y las columnas 1 y 3

Dada una matriz A, el menor complementario de un elemento a;;€A , es el menor que se forma
suprimiendo la fila i y la columna j. Lo denotaremos como %

Ejemplo:
5 2 4 -1
|7 -1 =2 a4 P2
Si A= 3 04 5 7 entonces 0,3=(3 4 7 |=—48
5 4 0 1 > 4 1

En matriz A, el adjunto de un elemento @, ;€A | sera su menor complementario  %i;
multiplicado por (—1)™/ . Aladjunto de @;; se le representa como A;;

_ (i+j)
Aij_(_l) J'aij
Ejemplo:
5 2 4 -1
. 7 -1 =2 4
A=
S1 3 4 5 7 entonces
5 4 0 1
(3+4) (3+4) > 2 4
A,,=(—-1)"""a,,=(-1)""|7 -1 —2/=(-1)-152=—152
5 4 0

Relacién entre determinantes y adjuntos

En una matriz A€M, sise multiplican los elementos de una fila (o columna) por sus
respectivos adjuntos y se suman todos los resultados, se obtiene el determinante de A

|A|:ai1'Ai1+ai2 "Apt..ta A,

Por otra parte, si multiplicamos los elementos de una fila (o columna) por los adjuntos de otra el
resultado seria cero (seria lo mismo que calcular el determinante de una matriz con 2 filas iguales)

Calculo de determinantes de orden superior
Bésicamente hay dos métodos:

* Desarrollar el determinante mediante los adjuntos de los elementos de una fila (o columna):



S T e B | B s I A | I (A B
D AEsa s a2 s a4 sty 4 5=
T a0 4 0 1] 50 1 |5 41 |54 o0

=5-(—133)—2+(—129)+4-(—232)+1-(—149)=—1484

El problema de este método es que hay que realizar muchas operaciones, por tanto es aconsejable
buscar una manera de simplificar los calculos. Para ello intentaremos conseguir que una fila o
columna tenga el mayor numero de ceros posible, esto lo haremos utilizando la propiedad que nos
dice que si a una fila (o columna) le sumamos una combinacion lineal de otras el determinante no
varia.

De este modo conseguimos resolver el problema mediante el calculo de determinantes de menor
orden.

5 2 4 -1 0o 2 4 -1 0O 0 4 -1 0O 0 0 -1
7 -1 =2 4| _ (27 -1 =2 4| _ |27 7 =2 4| _ 27 7 14 4 |_
3 4 5 7 38 4 5 7 38 18 5 7 38 18 33 7
5 4 0 1 10 4 0 1 10 6 O 1 10 6 4 1
C=C+5C, C,=C,+2C, C,=C,+4C,
" 27 7 14
=(—-1)-A,,=(-1)-(-1)"*-|38 18 33|=—1484
10 6 4
* Triangularizar la matriz:
1 2 -1 3 1 2 -1 3
1 2 -1 3 1 2 -1 3 0O -5 3 -6 0 -5 3 -6
2 =1 1 0 0 -5 3 -6 18 -—-11 18 -11
= =0 0 — —|— = |0 0 — —/—|,
-1 4 1 2 0 6 0 5 5 5 5 5
5 =2 4 1 0 —-12 9 -14 0 0 9 2 0 0o 0 3
F,=F-2F, F =F +6/5F, 5 5 2
Fi=F#F, F =F -12/5F, F=F -1/2F,
F =F -5F, 2
:1.(_5).E.§:_27
5 2

Relacién entre rango y menores

Si observamos las propiedades de los determinantes (concretamente 3¢ y 4) tenemos que para una
matriz cuadrada A

Las filas (o columnas) de A son linealmente independientes < |A|#0

Teniendo esto en cuenta, el calculo del rango de una matriz es equivalente a buscar el menor
distinto de cero mas grande posible.

Ejemplo:
2—1 3
A=[1 2 1| como |A=0 entoncesrangoA <3
7 4 9

Si observamos el menor formado por las dos primeras filas y columnas vemos que:




‘2—1

1 2‘:5 #0 y por tanto podemos concluir que el rango de A es 2.

Observacion:

El problema del método de los menores es que en una matriz grande se pueden formar un nimero
elevado de menores y lleva demasiado tiempo calcularlos todos para ver cual es el rango. Por este
motivo se debe sistematizar el procedimiento de busqueda.

El método recomendado consiste en buscar un menor de orden 1 que sea distinto de cero. A partir
de ahi vamos aumentando el orden del menor afiadiendo una fila y una columna, si el menor
obtenido vale cero, entonces deberemos probar con otra columna. Cuando hayamos probado con
todas las columnas posibles concluiremos que la fila afiadida es combinacion lineal de las anteriores
y por tanto se descartard definitivamente.

El proceso concluye cuando agotemos todas las filas posibles.

1 2 3 4
A=2 1 3 1
3 0 3 -2
Como [1|=1 entonces rango(A) > 1
1 2|_
Como 5 1 =—3 entonces rango (A) >2
1 2 3 1 2 4
Como |2 1 3/=0 y |2 1 1|=0 entoncesrango (A)<3
3 0 3 3 0 =2

Por lo tanto rango (A) =2

Determinantes y matriz inversa

Una matriz cuadrada A tiene inversa siy solo si su determinante es distinto de cero

JA e detA+0

Si el determinante de A es distinto de cero, entonces su matriz inversa sera:
1
Al

Es decir, la traspuesta de la matriz adjunta de A, dividida entre el determinante de A.

A~ ladj A

La matriz adjunta de A es la matriz que se forma sustituyendo cada elemento por su adjunto.

Ejemplo:
1 2 -1 -1 -2 7 -1 -5 -1
A=[2 -1 0 |®adiA=[-5 2 —1|=(adjA)=[-2 2 2
1 3 1 -1 -2 -5 7 -1 -5

|A|=1-(-1)-1+2-0-1+2-3:(=1)-1+(—=1):(=1)-2-2:1-3-0-1=—12

Entonces



1 5 1

2 12 12

I EVUUIAVE I TS
A'=2(adgjay=| L =L 1
|A|( iAl=ls % 6
-7 1 5

2 12 12

Sistemas de ecuaciones lineales
Supongamos un sistema lineal de m ecuaciones con n incognitas:

a,; X, +a,," X, *...+a,, x,=b,
a,, X, +0a,," X,+...+a, - x,=b,

A,y X+0,, Xp+...+0d,,,  X,=b,,

Este sistema se puede expresar en forma matricial como:

A-X=B
Donde:
a;; 4, a, Xy b,
A= 21 “22 20 ej‘lmxn X X2 eMnxl y B= b2 emel
a,, A,y - a,, X, b,
Ejemplo:
x+3y—z=4
—x+y—2z=-1
X—y+z=2
En este caso:
1 3 -1 X 4
A=l-1 1 -2|, X=|y| y B=|-1
2 -1 1 z 2

Tipos de sistemas de ecuaciones

Un sistema de ecuaciones se dice que es compatible si tiene solucion, por otra parte, decimos que
es incompatible si carece de ella.

Un sistema compatible puede ser determinado, si la solucion es unica o indeterminado, si el
conjunto de soluciones viene dado en funcién de uno o varios pardmetros.

Teorema de Rouché
Supongamos un sistema de m ecuaciones con n incdgnitas expresado en forma matricial:
A-X=B
Donde:
AeM XeM

mxn o nxl1

y BEMmX1



Entonces definimos la matriz ampliada A' como:

a, a, .. a,|b,

a a a, |b

— — 21 22 2 2
A'=[A|B|= |72 EMy )

aml amZ amn bm

En estas condiciones, se cumple:

rango(A) #rango(A') < sistemaincompatible
rango (A )=rango (A ')=n <> sistema compatible determinado

rango (A )=rango(A')=k<n< sistema compatible indeterminado

Método de Gauss

El método de Gauss para resolver sistemas de ecuaciones lineales consiste basicamente en
triangularizar la matriz A'. Para ello podemos restar (o sumar) a cada fila una combinacion lineal de
las otras. También esta permitido intercambiar 2 filas.

Al triangularizar la matriz nos podemos encontrar 3 casos:

Sistema compatible determinado

2?7 .. ? 7?2 7?

0 ?

0

0 0 0o 2 | % (? indica nimeros distintos de cero)

0 O

0 0 .. .. .. 01]O
En este caso tenemos m-n ecuaciones superfluas (se pueden poner como combinacion lineal de las
otras) representadas en las filas del tipo (O 0 .. ... .. 0 | 0)
Se calcula el valor X, enlafilan (O 0 .. .. 0 ?‘ ?] 'y se sustituye en las ecuaciones
anteriores.

Sistema incompatible

S S
0 ?
0 ?
0 0 0 O ?
0 0 0
0 0 .. .. .. 010
En este caso la filan tiene la forma (0 0 ... .. O 0‘?)

Sistema compatible indeterminado



? ? 2| ?
0 ? ?

0 P

0 0 0 ? 2 2 | ?
0 0 O 0
o 00 .. ... ...0 O0O1}|O

En este caso so6lo hay k filas distintas de 0 (k <n). Aqui lo que se hace es convertir el sistema en
otro de k ecuaciones con k incognitas:

a;, dyp Az .. Ay - Gy Ay b,
0 022 023 cee a2k ees a2(n_1) a2n bz
O 0 033 eee a3k ees 03(,,,1) 613,, b3
0 0 0 .. ay « G G, | b
o o o ..0 ..0 0 0
o o o ..0 ..O0 0 0

se transforma en un sistema de k ecuaciones con k incognitas y (n-k) parametros:

a;; d;; dyz o ... gy bl_a1(k+1)'xk+1_---_aln'Xn
0 ay ay .. ay bz_az(k+1)’Xk+1_---_azn’xn
0 0 (133 .o aSk b3—a3(k+1)'Xk+1—...—a3n'Xn
0 0 0 ees akk bk—ak(k+1)'Xk+1—...—akn'Xn

Regla de Cramer

Si tenemos un sistema de n ecuaciones lineales con n incognitas:

a,"X,+a;, x,+...+a,,'x,=b,
a,, "X, +d,, X,+...+d, ‘X, =b,

a,; " X,+d,, X,+...+a,," X,=b,

escrito matricialmente como:

A-X=B
a, a,, .. a, X, b,
a a a X b

A=| "2 722 nemMm,,, , X="?eM,,, y B=|"?|EM,,
anl anz ann Xn bn

Entonces, si el determinate de A es distinto de cero, el sistema tiene una unica solucion, y el valor
de cada incognita X; , se podré calcular de la siguiente forma:



A,
|A]

X;=

endonde A, eslamatriz que resulta de sustituir en la matriz A la columna i por el vector B

Ay e Ay b, Ay(ir1) -+ Ay
ayy o Ayo1) by ayiay - a4y,
Am:
a,, an(lfl) bn a;([+1) a,,
Ejemplo
xX+2y—z=2
2x+y+z=7
—x+y=1
1 2 -1
|A|= 1 1|=—6+0 entonces:
-1 1 0
2 2 -1 1 2 -1 1 2 2
7 1 1 2 7 1 2 1 7
1 1 0 -6 -1 1 0 —12 -1 1 1| -18
= == = = =2 zZ= = =3
== ¢ 7 6 6 ~6 6
Observaciéon

La regla de cramer también se puede usar para otro tipo de sistemas compatibles. Lo inico que hay
que hacer es buscar un menor con el mismo rango que la matriz de coeficientes, a partir de ahi se
desechan el resto de filas (ecuaciones redundantes) y el resto de columnas pasan a la matriz
ampliada multiplicando a las correspondientes incognitas:

Ejemplo:
2x—y+z=2 2 -1 1 2
x+y—2z=1 = A'=[1 1 =211
x+4y—7z=1 1 4 7)1
Como:
2 -1 1 -
Al=|1 1 -2/=0 y ‘ ‘23 +0 entonces rango(A)=2
1 4 -7
2 -1 2
Mientrasque |1 1 1|=0 implicarango(A')=2 y por tanto el sistema es compatible
1 4 1

indeterminado.

Este sistema puede reducirse a:
2x—y=2=z _ A= 2 —-1| 2—z
xX+y= 1+2z 1 1 1+2z

y la regla de Cramer dice que:



2—z —1‘ ‘2 2z

o122 1| 2741427243 Y= 1 1+2z] 2+44z-2+z_5z
2 1 3 3 2 -1 3 3
‘1 1‘ ‘1 1

En forma paramétrica:

x=1+L
3
—St ;teR
=3
z=t

Sistemas homogéneos

Un sistema de m ecuaciones con m incognitas, se dice que es homogéneo si en todas las ecuaciones
el término independiente vale cero.

a,, X, +a,, x,+..+a;,-x,=0

Ay, X, +d,, X, +...+a,, " X, =0

Ay "X+ o X+ +ad . x,=0

n
a,, a,, .. a,
. . : : _la,, a,, a,,
En este tipo de sistemas, el rango de la matriz de coeficientes A = eMm,,,
am 1 am 2 am n
a, a,, .. a,|0
. . . |Gy Ay, .. d,, |0 )
serd igual al rango de la matriz ampliada A "=| 2! 722 an , por lo tanto el sistema
Ay Qyy oo Gy | O
tendra al menos una solucion (x,=0, x,=0, ..., X,=0 ) llamada solucion trivial.

Para que un sistema homogéneo tenga una solucion distinta de la trivial debe darse la condicion:

|Rang0 (A)=Rango (A")=k<n |
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