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LA PROGRAMACION LINEAL

La programacion lineal es una pequena parte de todo un cuerpo matematico que se ha venido
consolidando en el pasado siglo xx con el nombre de optimizacion. En general, se trata de un
conjunto de técnicas matematicas que intentan obtener el mayor provecho posible de sistemas
econdémicos, sociales, tecnologicos... cuyo funcionamiento se puede describir matematicamente de
modo adecuado. Ademds de la programacion lineal, otras disciplinas de este campo son la teoria
de juegos, la programacion no lineal, la cibernética y la teoria de control.

Para los complejos problemas que aborda la optimizacion, ha sido de vital importancia la interac-
cion, cada vez mas facil y fluida, entre el pensamiento matematico y el ordenador, y se piensa que
los avances futuros en el tratamiento de la complejidad de los sistemas que hay que abordar en la
actualidad dependeran mas de los progresos matematicos que de las mejoras tecnolégicas de
nuestros ordenadores.

El problema basico de la programacion lineal es el de la maximizacion de una cierta expresion li-
neal, que se llama funcion objetivo, cuyas variables estin sometidas a una serie de restricciones
que vienen expresadas por inecuaciones lineales. En la practica, tanto el nimero de variables co-
mo el de restricciones lineales puede ser de cientos de miles, lo cual hace imprescindible encon-
trar algoritmos eficaces para la solucion del problema e implementables con el ordenador. En este
aspecto se realizé un gran avance en los anos 50 con el algoritmo ideado por George Dantzig
(1914-2005), en Estados Unidos, el algoritmo del simplex. Pero en 1984, Narendra Karmarkar,
un matemadtico de origen indio afincado en Estados Unidos, logré un algoritmo que supera con
mucho, en eficiencia, el algoritmo del simplex para el tratamiento de problemas con un gran nu-
mero de variables y de restricciones.

El método del simplex

El método del simplex fue desarrollado en los
anos 50 por el matemdtico americano George
Dantzig.

George Danizig

La idea sobre la que se asienta puede entenderse ficilmente con la siguiente comparacion:

Imaginate que sobre tu mesa tienes el esqueleto, formado por las aristas, de un complicado polie-
dro convexo como el de la figura.

A una hormiga que deambula por la mesa se le antoja subir,
escalando por las aristas del poliedro, al vértice situado a altu-
ra maxima. ;Qué camino tomara para subir cuanto antes?

Comienza a subir por una arista hasta llegar al vértice final de
ella. Desde ese vértice tiene varias otras aristas que podria re-
correr para seguir escalando. ;Cual debe escoger? Parece razo-
nable elegir la que suba mas ripidamente, es decir, la de ma-
yor pendiente, hasta llegar al proximo vértice. Y desde ese
vértice escogerd de nuevo la arista de mayor pendiente hasta
llegar a un vértice desde el que no pueda ascender mas. Ha-
bra llegado a la cima.
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El método del simplex es un algoritmo que indica, paso a paso, un procedimiento para resolver el
problema que se propone en la programacion lineal. Si bien es cierto que se pueden construir
ejemplos en los que el método del simplex resulta ser un algoritmo muy lento (es facil imaginar un
poliedro en el que las aristas de mayor pendiente, por las que la hormiga del ejemplo escoge su-
bir, sean muy cortas y muchas), en la practica sucede, normalmente, que el método del simplex
funciona muy eficientemente y conduce muy rapidamente a la solucion.

El algoritmo de Karmarkar

En 1984, Narendra Karmarkar, un matematico indio
establecido en Estados Unidos, disené una impor-
tante modificacion del método del simplex. Puestos
nuevamente, como ejemplo, la hormiga y tu polie-
dro, alcanzar la cima del poliedro aplicando esta
modificiacion supondria que la hormiga podria as-
cender por el interior del poliedro abandonando las
aristas por las que, segiin el método del simplex, de-
bia subir. Con ello, escogiendo las rutas de ascenso
adecuadamente, se podria colocar mas rapidamente
en la cima.

Narendra Karmarkar

Al principio, el método de Karmarkar fue acogido con cierto escepticismo. Unos anos antes, el ma-
temdtico soviético L. G. Khachian habia desarrollado un método, basado en otro llamado del
elipsoide, que, si bien tedricamente parecia superior al del simplex, resulté ser menos eficiente
desde el punto de vista practico.

Pero el algoritmo de Karmarkar ha demostrado una eficacia bastante mayor, sobre todo cuando se
trabaja con sistemas de un ndmero de variables y de inecuaciones verdaderamente grande. Un
cierto problema reciente de programacion lineal con 800000 variables fue resuelto con el algorit-
mo de Karmarkar tras 10 horas de trabajo de ordenador. Se cree que el problema hubiera necesita-
do semanas enteras de trabajo de ordenador mediante el método del simplex.

Sin embargo, el tratamiento de sistemas moderadamente grandes, el método del simplex parece,
todavia, preferible.

El problema del viajante

Un viajante desea bacer una gira con su avioneta por unas cuantas ciudades y volver al punto de
partida. Por cuestiones obvias de tiempo y de dinero, quiere planificar su itinerario de modo que
este resulte, en kilometros, lo mds corto posible.

Este es uno de los ejemplos del famoso problema del viajante, de indudable interés practico y eco-
noémico.

Hay otras muchas situaciones en la que se presentan variantes del mismo problema. Por ejemplo:

e Un operario, cuyo trabajo consiste en recoger las monedas de las 100 cabinas telefonicas que
tiene asignadas, desea hacerse un itinerario lo mds corto posible.
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e Una compania eléctrica que tiene que enviar a un agente para leer los contadores de una
zona a la que sirve, desea hacerlo de modo que se minimice el tiempo y los gastos de despla-
zamienlo.

e Un robot que hace los agujeros en una de las placas metdlicas de la fabricacion en serie de
un automovil, abhorrara un monton de dinero si es programado de forma que minimice el
tiempo de su trabajo en cada placa.

Lo que se busca al resolver el problema del viajante es un aigoritmo: un procedimiento automati-
co que, partiendo de los datos, conduzca, paso a paso, a la mejor solucion posible, es decir, a la
determinacion del itinerario 6ptimo. Se puede pensar en diversos procedimientos que parezcan ra-
zonables. Por ejemplo:

Procedimiento A
Se hacen todos los itinerarios posibles.
Se computa el kilometraje de cada uno.
Se escoge el de minimo kilometraje.

Se dice pronto, pero es ficil ver que este procedimiento es inviable cuando el nimero de ciudades
es razonablemente grande. Pongamos que son 25. Para 25 ciudades hay 24!/2 itinerarios posibles
que no repiten ciudades dos veces, es decir, aproximadamente, 3 - 10?3. Un ordenador que cons-
truyese un milloén de itinerarios en un segundo, tardaria mas de diez mil millones de afnos en cons-
truirlos todos. Una espera un poco larga para el viajante.

Procedimiento B
Saliendo de una ciudad, el viajante se dirige a la cidad mas cercana.
Luego, a la mds cercana no recorrida aun.
Y asi hasta que las recorra todas.
Finalmente, vuelve a su ciudad de origen.

Es facil ver, con ejemplos sencillos, que este algoritmo, “el algoritmo del tacano”, no conduce ne-
cesariamente a la solucion 6ptima. Es mas, se pueden dar situaciones en las que este algoritmo
conduce a soluciones pésimas.

Actualmente se sospecha que no existe un algoritmo eficiente que conduzca en tiempo razonable
a la solucion 6ptima del problema del viajante. “Lo mejor es enemigo de lo bueno”, dice el refran.
Por eso, los expertos se contentan con procesos heuristicos que proporcionen soluciones suficien-
temente buenas, Hoy dia existen algoritmos que conducen eficazmente a soluciones que, con se-
guridad, no sobrepasan, en kilometraje, una vez y media el kilometraje de la soluciéon 6ptima; es
decir, con seguridad son, a lo sumo, una vez y media peores que la solucién optima.



