MAT CCSS Il - Unidade 1 — Probabilidade

1 - Conceptos mais importantes

1.1.- Experimentos aleatorios e sucesos

o Un experimento no que se observa ou mide unha (ou mais) variables é aleatorio cando ao repetilo en condicions iguais

ten un resultado variable que depende do azar.

Exemplos:

a) Lanzar unha moeda tres veces e) Realizase unha enquisa a 150 persoas e preguntaselle se

estdn en contra da eutanasia.
b) En 3 lanzamentos a canastra, contar cantos se encesta.

f) Medimos o tempo que espera (en minutos) un usuario

c) Sacar 5 veces unha carta dunha baralla, mirar se é
calquera nunha parada de bus de Vigo.

figura ou non, devolvela ao mazo e barallar. Contar o n° de
figuras. g) Recollemos a idade dun traballador calquera da zona

d) Escollemos unha persoa dunha cidade e anotamos se franca de Vigo.

mira a television e/ou le algtin libro

o Espazo mostral (E): é o conxunto de resultados posibles do experimento aleatorio. Cada elemento do espazo mostral é
un suceso simple (tamén chamado suceso elemental)

Para describir o espazo mostral dun experimento aleatorio podemos usar outras ferramentas como diagramas en arbore,

diagramas de Venn, tdboas simples ou tdboas de continxencia (de dobre entrada), etc.

o Suceso (A): dendtase asi a calquera subconxunto do espazo mostral E, e estd formado por un ou mais sucesos simples
do espazo mostral. Alguins sucesos particulares son:

*Suceso elemental: s6 contén un tnico resultado posible. Son os sucesos do espazo mostral E
*Suceso composto: contén mais dun resultado posible. E un subconxunto do espazo mostral E

*Suceso imposible: é o resultado que non pode ocorrer nunca, estd formado por cero sucesos simples e se representa
como o conxunto baleiro: A=0 .

*Suceso seguro: é un suceso que ocorre sempre, os resultados que o forman son E:

*Suceso complementario ou contrario de A: estd formado polos posibles resultados do experimento aleatorio que
non son de A. Dendtase por A ou por A°
Lanz. de un dado: A="sae un nimero menor que 3” — A="sae un niimero maior ou igual a 3”
Lanz. de dous dados: A="a suma é niimero par” — A="a suma é niimero impar”
Estudo médico: A="Fuma E sufriu infarto” — A="Non fuma OU non sufriu infarto”

1.2.- Operaciéns e relaciéns entre sucesos

Como os sucesos dun experimento aleatorio son subconxuntos dun conxunto maior (o espazo mostral) podemos usar a
notacion e realizar operacions propias desta parte das matematicas:

Inclusién: A cB< todo elemento de A tamén estd en B (o contrario non ten porque cumplirse)
Unién: A UB= conxunto que contén a todos os elementos de A e todos os elementos de B
Interseccion: A NB= conxunto que contén a todos os elementos que son 4 vez de A e de B
Diferencia: A—B=ANB= conxunto que contén a todos os elementos de A que non estan en B

Sucesos incompatibles: Dous sucesos son incompatibles cando é imposible que sucedan 4 vez, é dicir, cando o resultado

do experimento aleatorio non pode ser simultaneamente de A e de B. Entén podemos escribir que ANB=48 .
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En particular, A e A son incompatibles.

Exemplo: No exercicio (2) hai persoas que padecen obesidade, e hai persoas que padecen hipertension. Se facemos o
experimento aleatorio “Tomo unnha persoa ao azar e comprobo que condicion(s) padece”, temos 0s seguintes sucesos
elementais:

O="A persoa padece Obesidade” H=" A persoa padece Hipertension”

e temos uns sucesos compostos, propios destes contextos e problemas:
OUH ="A persoa padece obesidade OU hipertension” [padece unha das condiciéns ou ambas];
ONH ="A persoa padece obesidade E hipertension” [padece ambas condicions];

Entén neste exemplo, os sucesos O e H non son incompatibles, pois no experimento “escoller a unha persoa” podemos
obter como resultado simultdneo O e H. Si son incompatibles os sucesos O e O

Os sucesos incompatibles son os que representamos:

nunha arbore, como diferentes ramas
nunha taboa de continxencia como diferentes filas ou columnas
nun diagrama de Venn como rexiéns que non se tocan
Os sucesos compatibles son os que representamos nun diagrama de Venn como rexions con unha parte en comun

Leis de Morgan: permiten obter os complementarios da unién e da intersecciéon: AUB=ANB e ANB=AUB.

1.3.- Probabilidade

Definicién axiomatica de Kolmogorov (1933): chdmase probabilidade a calquera funcién P que lle asigna a cada
suceso A dun experimento aleatorio, un nimero real P(A) cosa propiedades seguintes: (axiomas de Kolmogorov)

1.- Para calquera suceso A, 0<P(A)<1
2.- A probabilidade dun suceso seguro é 1, ie, P(E)=1

3.- Se temos dous sucesos A e B incompatibles, ie, ANB=0, entén P(AUB)=P(A)+P(B)
En xeral, se A,,A,,...,A, son sucesos incompatibles dous a dous, ie, A;,NA;=4 , enton:
P(A,UA,U..UA,)=P(A,)+P(A,)+..+P(A))

Os sucesos elementais dun espazo mostral sempre son incompatibles entre si.

Se A e B se representan como ramas diferentes dunha arbore (por ser incompatibles), entén a probabilidade de que
ocorraAouB é P(AUB)=P(A)+P(B), é dicir, s6 temos que sumar as probabilidades das diferentes ramas.

Propiedades da probabilidade: da definicion de probabilidade deducese:

1.- Para calquera suceso A, a probabilidade do suceso contrario é P(A)=1—P(A)

2.- A probabilidade dun suceso imposible é cero: P(8)=0 PERO! P(A)=0#=>A=4#
3.- Se AcB=P(A)<P(B)

4.- Se temos dous sucesos A e B, entéon P(AUB)=P(A)+P(B)-P(ANB)

5- P(A-B)=P(ANB)=P(A)-P(ANB)
2 - Probabilidade condicionada

2.1.- Probabilidade condicionada. Dependencia e independencia de sucesos.

© Ao estudar algins experimentos aleatorios podemos interesarnos pola probabilidade dun certo suceso A cando sabemos
con certeza que vai ocorrer (ou xa ocorreu) o suceso B. Definimos a probabilidade de A condicionado a B como

P(A|B)=% , sempre que P(B)#0 .

MAT CCSS I Unidade 1 - Probabilidade 2



Representamos un certo suceso A como unha rama nunha arbore de sucesos. As ramas que parten de A representan
sucesos condicionados a que antes ocorra A; as probabilidades que anotemos son probabilidades condicionadas a A

Exemplo: Nunha bolsa hai 6 caramelos de limén, 4 de fresa e 2 de café. Ninguén quere os caramelos de café porque non
son nada saborosos. Anxela colle ao azar un caramelo da bolsa, e logo Brais colle outro caramelo.

Se construimos a arbore de probabilidades, queda asi:

< ma-smscae - A="Anxela colle CAFE” ; P(A):i e P(A):E
PR L PEAm 12 12
A="Anxela Café" s
; P(A)=2/12 e “ ..... s _“ . ] . 1 B by
e ees e _\){-. PO N ol B="Brais colle CAFE” ; P(BIA):H e P(B|A):H

JE—— ... Grazas a probabilidade condicionada, temos outra via para calcular a
" BIA="Brais Café" - . ny
p@ica=2ri1 ¢ probabilidade da interseccidn. A chamada “regra do produto” da

< cA="Anxela NON Café""
i P(cA)=10/12 i

B _\>_.-"'cB|A=*Brais NON Café™*

,,,,, Gisami P(ANB)=P(B)-P(A|B) ou de xeito equivalente
P(ANB)=P(A)-P(B|A)

probabilidade condicionada di asi:

Cando multiplicamos as probabilidades que atopamos ao percorrer a rama dunha arbore,
estamos aplicando a regra do produto para calcular P(ANB)

Sucesos independentes: no caso en que a ocorrencia do suceso B non inflda na ocorrencia do suceso A, podemos
afirmar que P(A|B)=P(A) . Entén diremos que os sucesos A e B son independentes e a probabilidade da sda

interseccién queda como P(ANB)=P(A)-P(B) . En caso contrario diremos que os suceso son dependentes.
Ae B son independentes & P(A[B)=P(A) < P(ANB)=P(A)-P(B)

Estas propiedade permite obter facilmente a probabilidade en experimentos aleatorios compostos, consistentes na

realizacién sucesiva de experimentos simples tendo en conta se os resultados dun experimento previo infliien no seguinte
ou non.

2.2.- Tdboas de continxencia

Método ideal se os datos do problema son probabilidades de intersecciéns e debemos calcular outras probabilidades
como as condicionadas.

© As filas e columnas representaran sucesos elementais e os seus contrarios (no caso mais avanzado, sucesos
incompatibles que formen o espazo mostral).

© As celas da tadboa representan as probabilidades, porcentaxes, fracciéns ou cantidades das intersecciéns dos sucesos.

Exemplo: [ABAU 2017 Set A3]

O 60% dos individuos dunha poboacién estd vacinado contra certa enfermidade.

\Y A% Total
Durante unha epidemia sdbese que o 20% contraeu a enfermidade e que o 3% estd

vacinado e contraeu a enfermidade. C
V="“estar vacinado”; C=“contraer a enfermidade” @
Total

MAT CCSS I Unidade 1 - Probabilidade 3



3 - Teorema das Probabilidades Totais e Teorema de Bayes

3.1.- Teorema das Probabilidades Totais

Este teorema ten aplicacién non caso de ter varios sucesos incompatibles entre si que describen todo o espazo mostral e
outro suceso que depende dos anteriores. Tomaremos como exemplo este problema de Xufio de 2008 (exercicio 52 deste
boletin) que comeza dicindo “Nun mercado de valores cotizan un total de 60 empresas, das que 15 son do sector

bancario, 35 son industriais e 10 son do sector tecnoloxico”.

O experimento aleatorio consiste en “escoller unha empresa ao azar deste mercado de valores”; o espazo mostral ten
tres sucesos elementais posibles que son B=“A empresa é do sector bancario”; I=”A empresa é do sector industrial”
e T="A empresa é do sector tecnoloxico“. No contexto do problema, os sucesos son incompatibles, é dicir, non hai

empresas que pertenzan a dous sectores, e podemos representalo nunha arbore.

Dentro de cada sector, analizamos a posibilidade que unha empresa de declare en creba ou non: C="A empresa creba” e

C="A empresa NON creba”. O enunciado proporciona probabilidades de B, I e T; e tamén as probabilidades de C
condicionadas 4s anteriores; a forma de organizar a informacion é nunha arbore, pois os datos son probabilidades

condicionadas e se nos piden probabilidades totais
¢Cal é a probabilidade de que se produza unha creba nunha empresa do citado mercado de valores?
Para isto temos que sumar as probabilidades das ramas que acaban en C; escrito coa notacién adecuada:

P(C)=P(B)-P(C|B)+P(I)-P(C|1)+P(T)-P(C|T)= :%-0,0&%-0,0%%0,10

0 que non é mais que sumar as probabilidades das ramas que acaban no suceso C

Pois o Teorema das Probabilidades Totais describe isto mesmo nun caso xeral:

Sexan A, B, C sucesos incompatibles dous a dous tales que AUBUC=E . Ent6n, para calquera outro suceso S
ctimprese que: P(S)=P(A)-P(S|A)+P(B)-P(S|B)+P(C)-P(S|C)

O teorema funciona con calquera nimero de sucesos A, B, C ... pero nos traballamos sé con 2 ou 3 como maximo.

3.2.- Probabilidades a posteriori ou Teorema de Bayes

Seguindo co exemplo, agora debemos responder & pregunta “Téndose producido unha creba, ¢cal é a probabilidade de
que se trate dunha empresa tecnoloxica?” Estan pedindo claramente a probabilidade de T sabendo que sucedeu C. Pero a
que hai no enunciado é a inversa de esta: temos P(C|T) pero pidennos obter P(T|C) .

P(TNC) _P(CIT)-P(T)

Aplicando a definicién de probabilidade condicionada, temos que P(T|C)=

P(C) ~  P(Q)
O valor do numerador é un dato que estd no enunciado e o do denominador calculdmolo previamente usando a
P(C|T)-P(T)

probabilidade total de C, co que a expresién quedaria como P(T|C)= Se

P(B)-P(C/B)+P(1)-P(C/1)+P(T)-P(C/T) "
escribimos este calculo nunha situacién xenérica para un suceso A, , temos a Férmula ou Teorema de Bayes:

Sexan A,B,C sucesos incompatibles dous a dous tales que AUBUC=E .

P(ANS) _ P(A)-P(S|A)
P(S)  P(A)-P(S|A)+P(B)-P(S|B)+P(C)-P(S|C)

Entén, para calquera outro suceso S ciimprese que P(A|S)=

(e 0 mesmo para B ou C)
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