A lexislacion europea para a Intelixencia Artificial

NIVELES DE RIESGO

Calificacion social, vigilancia masiva,
manipulacién del comportamiento RIESGO
causando dafios INACEPTABLE

PROHIBIDO

Acceso a empleos, educacién y

servicios publicos, componentes
de seguridad de vehiculos ALTO RIESGO
aplicacion de la ley, etc.

EVALUACION DE
CONFORMIDAD

Suplantacién de personalidad,
Chatbots, reconocimiento de
emociones, deep fakes,
categorizacidn biométrica

SIN
Restos de usos RIESGO MINIMO OBLIGACIONES

O Regulamento de Intelixencia Artificial introduce un marco uniforme en todos os paises da UE, cun

enfoque baseado no risco:

o Risco minimo: a maioria dos sistemas de IA, como os filtros de correo non desexado e os
videoxogos baseados en IA, non estdn suxeitos a ningunha obriga ao abeiro do Regulamento de
Intelixencia Artificial, pero as empresas poden adoptar voluntariamente cédigos de conduta

adicionais.

e Risco especifico de transparencia: sistemas como os chatbots deben informar de xeito claro aos
usuarios de que estan interactuando cunha maquina, mentres que determinados contidos
xerados por |IA deben etiquetarse como tales.

® Risco alto: os sistemas de IA de alto risco, como os programas informdaticos médicos baseados en
IA ou os sistemas de IA utilizados para procesos de seleccidn de persoal, deben cumprir
requisitos estritos, incluindo sistemas de reducién do risco, conxuntos de datos de alta calidade,
informacion clara para o usuario, supervision humana, etc.

e Risco inadmisible: por exemplo, os sistemas de IA que permiten a «puntuacion cidada» por parte
de gobernos ou empresas considéranse unha clara ameaza para os dereitos fundamentais das
persoas e, polo tanto, estan prohibidos.
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